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Abstract

We prove that for any given compact Riemannian manifoldN of dimension n+ 1 ≥ 3
and any non-negative Lipschitz function g on N , there exists a quasi-embedded, bound-
aryless hypersurface M ⊂ N, of class C2,α for any α ∈ (0, 1), such that M is the image of
a two-sided immersion whose mean curvature is given by gν for an appropriate choice of
continuous unit normal ν to the immersion; and moreover, the singular set Σ = M \M
is empty if 2 ≤ n ≤ 6, finite if n = 7 and satisfies Hn−7+γ(Σ) = 0 for every γ > 0 if
n ≥ 8. Here quasi-embedded means that near every non-embedded point, M is the union
of two embedded C2,α disks intersecting tangentially with each disk lying on one side of
the other. If g > 0 then M is the closure of the reduced boundary of a Caccioppoli set.

Our proof of this theorem is PDE theoretic, and considers first the case that g is

a positive function of class C1,1. The theorem for non-negative Lipschitz g follows by

approximation, based on the estimates we establish. In the case of positive g of class C1,1,

the argument is based on: (i) a construction, using a simple mountain pass lemma, of a

min-max solution uε to the inhomogeneous Allen–Cahn equation −ε∆u + ε−1W ′(u) =

σg satisfying appropriate bounds independent of ε, where ε > 0 is small, σ is a fixed

normalising constant and W is a fixed double-well potential; and (ii) a proof of regularity

of any limit-varifold V that arises, in the limit εj → 0+, from a sequence (uεj ) of such

solutions—in fact from any sequence of bounded solutions uεj with uniform Morse-index

and energy upper bounds. Parts of V may be minimal (i.e. have zero mean curvature),

but regularity of V ensures that minimal portions, if there are any, can be smoothly

excised. The remaining part of V is a mean-curvature g hypersurface M as desired,

unless V is entirely supported on a minimal hypersurface, a possibility we do not rule

out. If this possibility arises and V is a minimal hypersurface M0 (with multiplicity,

necessarily, even integer valued and locally constant), we appeal to PDE techniques

again. Working at the level of the Allen–Cahn approximation, we use a semi-linear

gradient flow (the Allen–Cahn flow) with carefully chosen initial data constructed from

M0 to produce, for each j, a stable solution vεj to the above Allen–Cahn equation (with

ε = εj) in such a way that the sequence (vεj ) leads to a non-trivial limit-varifold that

is not entirely supported on a minimal hypersurface. This new limit-varifold is regular

by (ii), and after excision of its minimal portions we again obtain a mean-curvature g

hypersurface M as desired.
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1 Introduction

Our main purpose here is to establish the following theorem:

Theorem 1.1. Let N be a compact Riemannian manifold of dimension n + 1
with n ≥ 2, and let g : N → [0,∞) be a (non-negative) Lipschitz function. There
exists a quasi-embedded hypersurface M ⊂ N of class C2,α for any α ∈ (0, 1),
with dimH

(
M \M

)
≤ n − 7 if n ≥ 8, M \M finite if n = 7 and M \M = ∅

if 2 ≤ n ≤ 6, such that M is the image of a two-sided immersion with mean
curvature HM given by HM = gν for some choice of continuous unit normal ν to
the immersion.

Remark 1.1. Here a quasi-embedded hypersurface is the image of a special type
of immersion that is natural in the context of non-minimal prescribed-mean-
curvature hypersurfaces. Specifically, in the case of M as in Theorem 1.1, quasi-
embedded means that M = ι(S) for some n-dimensional C2,α manifold S and a
C2,α immersion ι : S → N , and for every y ∈M there exists a neighbourhood of y
(in N) in which M is either an embedded C2,α disk, or the union of two embedded
C2,α disks intersecting tangentially along a set containing y with each disk lying
on one side of the other and each disk equal to the image under ι of a disk in S
(see Definition 9). The precise meaning of the assertion in the theorem concerning
the mean curvature is that ι can be chosen to be a two-sided immersion with a
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choice of continuous (in fact C1,α) unit normal ν such that the mean curvature of
ι is g(ι(x))ν(x) for each x ∈ S.
Remark 1.2. Theorem 1.1 remains valid if the prescribing function for mean cur-
vature is a non-positive Lipschitz function rather than a non-negative one. For if
g̃ : N → (−∞, 0] is Lipschitz, we may apply Theorem 1.1 with g = −g̃. Reversing
the choice of unit normal on the resulting quasi-embedded hypersurface provides
the resolution of the existence question for g̃.

Remark 1.3. Once C2 regularity is obtained for a two-sided immersion with mean
curvature gν, higher regularity follows by standard elliptic theory, depending on
the regularity assumed on g. In particular, if g ∈ Ck,α with k ≥ 1 and α ∈ (0, 1),
then the immersion is of class Ck+2,α.

Remark 1.4. We shall first prove the theorem assuming g ∈ C1,1(N) and g >
0. The theorem for non-negative Lipschitz g will follow (in Section 7) from a
straightforward approximation argument using the estimates we establish. In the
case g > 0, we have the additional fact that |M | = |∂?E| for a Caccioppoli
set E ⊂ N (where |T | denotes the multiplicity 1 varifold associated with an n-
rectifiable set T ) and that at every non-embedded point y ∈M , the two disks (as
in Remark 4) whose union is M in a neighborhood of y intersect (only tangentially)
along a closed set containing y and contained in an (n−1)-dimensional embedded
C1 submanifold (see [BelWic-1, Remark 2.6] and [BelWic-2, Remark 3.3]).

In view of Remark 1.4, from now on until the end of Section 6 we shall assume
that g ∈ C1,1(N) and g > 0 unless stated otherwise explicitly.

1.1 The role of PDE in the proof of the main theorem

Our approach to Theorem 1.1 is by means of an inhomogeneous Allen– Cahn
approximation scheme. The case g ≡ 0 of the theorem corresponds to the cele-
brated, long known existence theory for minimal hypersurfaces in compact Rie-
mannian manifolds. In this case, by employing a homogeneous Allen–Cahn ap-
proximation process, a strikingly simple new proof of existence of minimal hy-
persurfaces has been obtained in the recent work of Guaraco ([Gua18]). The
original proof of existence of minimal hypersurfaces was based on a Geometric
Measure Theory construction, due to Almgren ([Alm65]) and Pitts ([Pit77]), that
produces a min-max critical point of the area functional. (See [ColDeL03] and
[DeLTas13] for a nicer implementation of this construction with some technical
simplifications). For regularity conclusions this method relied on several fun-
damental GMT results of independent interest: the Federer–Fleming existence
theory for solutions to the oriented Plateau problem ([FedFle60]), the interior
regularity theory for codimension 1 locally area minimizing rectifiable currents
(due to the combined work of De Giorgi ([DeG61]), Federer ([Fed70]), Fleming
([Fle62]) and Simons ([Sims68])) and the Schoen–Simon compactness theory for
area-bounded stable minimal hypersurfaces with small singular sets ([SchSim81]).
In the new approach Guaraco employs an elementary PDE mountain-pass lemma,
as a replacement for the Almgren–Pitts varifold construction, to produce min-max
solutions to the Allen–Cahn equation satisfying appropriate bounds independent
of the parameter ε in the equation. Producing the desired minimal hypersurface
from these solutions requires proving stationarity and regularity of the limit vari-
fold along which the Allen–Cahn energy of the solutions concentrates as ε → 0+

sequentially. Both of these follow fairly directly from prior work: stationarity (to-
gether with integrality) from the work of Hutchinson–Tonegawa ([HutTon00]), and
regularity from an advance in the regularity theory for stable stationary varifolds
([Wic14]) and its application to the limit varifolds arising from stable Allen–Cahn
solutions ([TonWic12]).
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For the case g > 0, our starting point is still a classical PDE min-max construc-
tion (given in Section 5) of solutions of the relevant inhomogeneous Allen–Cahn
equation, together with the refinements of [HutTon00] provided by the work of
Röger–Tonegawa ([RogTon08]) and Tonegawa ([Ton05-2]). In subsequent steps
of the proof however, in contrast to the case g ≡ 0, key difficulties arise from
two new phenomena. One is the possibility that the corresponding limit varifold
may now have regular pieces intersecting tangentially on a set as large as having
codimension 1, such as in the case of two touching unit cylinders in a Euclidean
space (leading to the quasi-embeddedness conclusion in Theorem 1.1 as opposed
to embeddededness). Therefore, a more comprehensive theory than [Wic14], with
hypotheses that allow this possibility, is needed to prove regularity of the limit
varifold. The second new aspect is that the inhomogeneous Allen–Cahn approx-
imation process may lead to a loss of mean curvature information in the limit.
The proof of the theorem has to account for the difficulties arising from this lat-
ter phenomenon, including the possibility that the min-max process may fail to
produce the desired prescribed-mean-curvature hypersurface and may instead just
produce a minimal hypersurface.

Despite these two issues, the spirit of simplicity afforded by the PDE tech-
niques, already seen in the minimal hypersurface case, continues in our proof of
Theorem 1.1, with PDE arguments featuring heavily in overcoming both difficul-
ties.

First we obtain optimal regularity of the limit varifolds arising from min-max
(or more generally, Morse index bounded) Allen–Cahn solutions. This regularity
result says that up to a lower dimensional “genuine” singular set, the limit varifold
is the image of a two-sided C2 immersion without transverse self-intersections, and
it allows: (i) for sheets to touch without coinciding, and (ii) for the mean curva-
ture of each connected component of the immersion either to be prescribed by g
or to vanish identically. This is proved (in Section 4) by an inductive argument
(inducting on the multiplicity of the limit varifold) that makes key use of certain
quasilinear elliptic PDE arguments that adapt and extend ideas from [BelWic-1],
in conjunction with the C1,α varifold theory of [BelWic-2] (reproduced in Sec-
tion 3). The proof is also aided by a simple slicing argument to rule out, subject
to a Morse index bound, singularity formation on a codimension 1 set, and Alm-
gren’s generalised stratification of singular sets ([Alm00])—an elementary, stan-
dard Geometric Measure Theory fact used to further reduce the dimension of the
singular set.

The second difficulty, arising from the fact that the mean curvature may con-
ceivably vanish everywhere on the limit varifold, is handled (in Section 6 below)
by employing PDE principles again, this time from semilinear parabolic theory.
More precisely, if the initial min-max Allen–Cahn solutions end up producing
just a (non-empty) minimal hypersurface M0, we are able to use that knowledge
in conjunction with standard long-time existence and convergence results for the
parabolic Allen–Cahn equation to obtain the desired mean-curvature-g hypersur-
face from a different sequence of Allen–Cahn solutions. The initial conditions for
the Allen–Cahn flow are constructed out of M0, capitalising on the lower dimen-
sionality of its singular set.

In summary, once a general GMT regularity framework ([BelWic-1], [BelWic-
2]) is in place, our proof of Theorem 1.1 proceeds essentially entirely via PDE
arguments. In the remainder of this introduction and in Section 2, we shall provide
a more detailed outline of the proof including the intermediate results and key
technical aspects of the proof. For the readers’ convenience we have also collected,
in Section 3, the main GMT ingredients needed, including those from [BelWic-2],
[RogTon08], [Ton05-2]; the rest of the article consists mainly of PDE theoretic
arguments which we have endeavoured to make self-contained.
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1.2 An outline of the proof

In more concrete terms, our proof of Theorem 1.1 can be described as follows.
Let N be a compact Riemannian manifold (without boundary) as in the theorem.
We consider, for small positive ε, the functional (energy) Fε, σg : W 1,2(N) → R
defined by

Fε, σg(u) =

∫
N

ε
|∇u|2

2
+

∫
N

W (u)

ε
−
∫
N

σg u,

where g : N → R is a positive C1,1 function and W : R → [0,∞) is a “double-
well” potential, i.e. a non-negative function of class C2 having precisely two non-
degenerate minima at ±1 with values W (±1) = 0 and appropriate growth outside
[−2, 2]; we shall in fact require that c ≤ W ′′(t) ≤ C for some constant C, c > 0
and all t ∈ R \ [−2, 2]. Given such W , σ is a fixed positive normalising constant
depending only on W . The first two terms of Fε,σg add up to give the usual
Allen–Cahn energy

Eε(u) =

∫
N

ε
|∇u|2

2
+

∫
N

W (u)

ε
.

The (relatively straighforward) starting point is to choose a sequence εj → 0+

and construct, in W 1,2(N), a sequence of 1-parameter min-max critical points uεj
of Fεj ,σg with supN |uεj | uniformly bounded independently of j, and the Allen–
Cahn energies Eεj (uεj ) uniformly bounded from above and below by positive num-
bers independently of j. This is done by applying a mountain pass lemma based
on the fact that Fεj ,σg satisfies a Palais–Smale condition. The Morse index of uεj
will then automatically be ≤ 1. By general principles, the energy bounds imply
the existence of a non-zero Radon measure µ on N and a function u∞ ∈ BV (N)
with u∞(x) = ±1 for a.e. x ∈ N such that after passing to a subsequence without
relabeling,

(2σ)−1
(εj

2
|∇uεj |2 + ε−1

j W (uεj )
)
dvolN → µ

weakly and uεj → u∞ in L1. Set E = {u∞ = 1} and note that E is a Caccioppoli
set in N with its reduced boundary ∂?E ⊂ sptµ.

By the combined results and ideas in the work of Ilmanen ([Ilm93]), Schätzle
([Sch04]), Hutchinson–Tonegawa ([HutTon00]), Röger–Tonegawa ([RogTon08]) and
Tonegawa ([Ton05-2]) (see Theorem 3.1 below), for any sequence (uεj ) of critical
points of Fεj ,σg subject only to uniform upper bounds on supN |uεj | and Eεj (uεj ),
we have the following results: with no sign condition (and less regularity than
C1,1) on g, the limit measure µ is the weight measure ‖V ‖ of a (possibly zero)
integral n-varifold V on N with first variation δ V = −HV ‖V ‖ where HV , the
generalized mean curvature vector of V , is locally bounded; if g > 0 then E 6= N
unless V = 0; and moreover:

(a) if V is of multiplicity 1, then E is non-empty, V = |∂?E| (the multiplicity
1 varifold associated with the reduced boundary ∂?E), and HV = gν for
Hn a.e. point of ∂?E where ν is the unit normal to ∂?E pointing into E;
in other words, in this case, V is a critical point of the functional A − Volg
where A is the area functional A(V ) = ‖V ‖(N) (= Hn(∂?E)) and Volg is
the enclosed g volume Volg(V ) =

∫
E
gdHn+1.

(b) if g ≡ 0 then regardless of whether V is of multiplicity 1, HV = 0, i.e. V is
a critical point of A.

Putting aside for the moment the obvious regularity questions, in the absence
of the multiplicity 1 assumption on V as in (a), a combination of the conclusions
in (a) and (b) may conceivably occur (even if g > 0); that is to say, V may consist
of a higher multiplicity part V0 on which HV = 0 a.e. and the multiplicity 1 part
Vg = |∂?E| on which HV = gν a.e. The two parts V0 and Vg may merge together
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in a potentially very complicated manner on not too small a set (see Figure 1 in
Section 2). This would prevent their separation from each other as critical points,
in N , of A and A−Volg respectively.

In light of this, to prove Theorem 1.1, one approach would be to first rule
out higher multiplicity in V when g > 0 and uεj are min-max critical points.
If this succeeds we would be in case (a). As regards regularity in this case, the
central difficulty would be that eventhough V is of multiplicity 1, a priori V may
still have a large (but Hn-null) set of singularities with higher multiplicity planar
tangent cones. However this possibility can be ruled out by a direct application of
[BelWic-2, Theorem 5.1], [BelWic-2, Theorem 9.1] and [BelWic-2, Theorem 6.4].
From there, it is in fact a few easy steps to the full regularity conclusion claimed
in Theorem 1.1.

In the generality in which we work here though, showing that no part of V
can develop higher multiplicity appears to be difficult. In the absence of Morse
index control in the limiting process higher multiplicity can in fact occur (see
the example in [HutTon00, Section 6.3]; see also [Sch01] for a related example,
which according to [Sch01] has originally appeared in [Gro98], where a sequence
of CMC hypersurfaces of Euclidean space with fixed mean curvature converges as
varifolds to a multiplicity 2 plane). In any case we here follow a strategy that
avoids altogether the need to rule out higher multiplicity.

At the core of this strategy is establishing regularity of V allowing multiplicity.
For this we employ key results (Theorem 3.2 and Theorem 3.3 below) from the
regularity theory in our recent work ([BelWic-1], [BelWic-2]), as well as extensions
of ideas therein, which are in particular sufficiently general to account for the non-
variational nature of V , i.e. the presence of both a region with HV = 0 and a region
with HV = gν. This first step is perhaps of interest independently of Theorem 1.1,
and produces the following general result concerning Allen–Cahn limit varifolds
V arsing from Morse index bounded critical points, which says that V0 and Vg are
indeed critical points, in N, of A and A − Volg respectively; moreover, they are
embedded and quasi-embedded respectively up to a codimension 7 singular set.
(See Figure 2 for a depiction of the possible local structure of V at a point away
from the singular set.) Completeness of N is not necessary for this result.

Theorem 1.2 (Theorem 4.1 below). Let g ∈ C1,1(N) with g > 0 and N not
assumed complete. Let µ be a non-zero Radon measure on N such that

µj = (2σ)−1
(εj

2
|∇uεj |2 + ε−1

j W (uεj )
)
dvolN → µ

where σ =
∫ 1

−1

√
W (s)

2 ds, εj → 0+ and uεj is a critical point of Fεj ,σg for each j,

with lim supj→∞ |uεj | <∞. Suppose further that for any open subset U ⊂ N with
compact closure, the Morse index of uεj on U is bounded independently of j. Then

µ = Hn Mg + qHn M0

where:

(a) Mg is a (possibly empty) immersed, quasi-embedded hypersurface bounding
a Caccioppoli set E ⊂ N such that its mean curvature HMg

= gν where ν is

the unit normal pointing into E, and such that its singular set Mg \Mg is
empty if 2 ≤ n ≤ 6, discrete if n = 7 and has Hausdorff dimension ≤ n− 7
if n ≥ 7; in fact E = {u∞ = 1} where u∞ is the L1

loc limit of uεj , with
u∞(x) = ±1 for a.e. x ∈ N and E 6= N (since µ 6= 0). Moreover, the
multiplicity 1 varifold V = |Mg| has first variation δ V = −HMg‖V ‖ in N .

(b) M0 is a (possibly empty) embedded minimal hypersurface of N with its sin-
gular set M0 \M0 empty if 2 ≤ n ≤ 6, discrete if n = 7 and having Hausdorff
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dimension ≤ n− 7 if n ≥ 7; the multiplicity function q is equal to a constant
positive even integer on each connected component of M0, and the multiplic-
ity 1 varifold |M0| is stationary in N ;

Additionally, we also have that M0∩Mg = (M0 ∩Mg)∪
(
(M0 \M0) ∩ (Mg \Mg)

)
,

i.e. M0 and that Mg intersect only at common regular (quasi-embedded) points or
common singular points; moreover, M0 and Mg can only have tangential inter-
section, with M0 ∩ Mg locally contained in the union of at most two embedded
(n− 1)-dimensional C1 submanifolds.

The crucial advantage Theorem 1.2 affords is the following: it says that in
order to prove Theorem 1.1, one only has to address the possibility that the limit
varifold arising from (uεj ) is entirely a minimal hypersurface with a small singular
set and multiplicity ≥ 2, i.e. the possibility that µ = qHn M0, where q ≥ 2 and
M0 is a minimal hypersurface embedded away from a closed set of codimension
≥ 7. For if this is not the case, then we will have produced the desired hypersurface
M in Theorem 1.1, by taking M = Mg with Mg as in Theorem 1.2.

In the final step of our proof of Theorem 1.1, we show not that the possibility
µ = qHn M0 cannot arise, but that if it does then we can produce the desired
hypersurface M in Theorem 1.1 by a different method: rather than insisting on
obtaining it from saddle-type critical points of Fεj ,σg, we will obtain it from stable
critical points vεj (as in Proposition 1.1 below). The construction of these stable
critical points uses a negative gradient flow of Fεj ,σg with a well-chosen initial
condition built from M0. For this construction embeddedness of M0 away from
a small set is important, and it is carried out in such way that there is a fixed
non-empty open set Ω ⊂ {vεj > 3/4} for each j, ensuring that Ω ⊂ {v∞ = 1}
and hence {v∞ = 1} 6= ∅. We may then apply Theorem 1.2 again, this time
to the sequence (vεj ). The fact that the original functions uεj leading to M0 are
min-max critical points guarantees that the limit measure corresponding to (vεj )
is non zero. Thus ∂? {v∞ = 1} 6= ∅, so by the regularity and separation property
guaranteed by Theorem 1.2 for the limit varifold corresponding to (vεj ), we can
take the regular (i.e. quasi-embedded) part of |∂? {v∞ = 1}| to be the desired
hypersurface M in Theorem 1.1.

In summary, our proof of Theorem 1.1 consists of the following three main
steps:

step (i) a proof of Theorem 1.2 above (Theorem 4.1 below).

step (ii) a min-max construction of a critical point uε of Fε,σg for each sufficiently
small ε, with the property that 0 < L ≤ Eε(uε) ≤ K < ∞ for constants L,
K, independent of ε and g. (Proposition 5.1, Lemma 5.2 and Lemma 5.3).
This step is based on standard PDE tools: an application of a mountain pass
lemma based on the fact that Fε,σg satisfies the Palais–Smale condition. It
is then automatically true that the Morse index of uε is at most 1. Taking
ε = εj in this construction for a sequence εj → 0+, the uniform upper
bound on Eεj (uεj ) implies that along a subsequence µj → µ (notation as in
Theorem 1.2) for some Radon measure µ on N, with µ 6= 0 in view of the
positive lower bound on Eεj (uεj ). If E = int {u∞ = 1} 6= ∅, Theorem 1.1
holds in view of Theorem 1.2, by just setting M to be the quasi-embedded
part of ∂E.

step (iii) a proof of the following result (Proposition 6.1 below) which leads to the
conclusion of Theorem 1.1 if in step (ii) we have that {u∞ = 1} = ∅.

Proposition 1.1. Let (uεj ) be the sequence as step (ii), constructed as described
in Section 5. Let µ be the (non-zero) limit Radon measure corresponding to (a
subsequence of) (uεj ), and suppose that µ = qHn M0 where M0 and q are as in
Theorem 1.2(b). Then there exist vεj : N → R satisfying F ′εj ,σg(vεj ) = 0 and
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F ′′εj ,σg(vεj ) ≥ 0 (i.e. stable critical points of Fεj ,σg) with lim infεj→0 Eεj (vεj ) > 0
and lim supεj→0 Eεj (vεj ) <∞; moreover, there exists a (fixed) non-empty open set

contained in {vεj > 3
4} for all εj.

In certain cases, for instance if g is constant and N has positive Ricci curvature,
it follows from step (iii) of our proof that the possibility Vg = 0 cannot happen
for the sequence of min-max critical points (uεj ) constructed in step (ii) (see
Remark 6.7 below). It is also conceivable that this possibility does not occur
for more general metrics, for instance for n ≤ 6 and for metrics on N for which
all minimal hypersurfaces are non-generate (a dense subset of the set of smooth
metrics by a theorem of White ([Whi91])). We emphasize that here we bypass
this question altogether by proceeding as in step (iii).

We end this introduction with remarks on some recent and old work related
to the present work.

Remark 1.5. By techniques very different from those used here—specifically, by an
Almgren–Pitts min-max construction—the existence of hypersurfaces with mean
curvature prescribed by an ambient function g ( 6≡ 0) on a compact manifold Nn+1

has recently been addressed in the following cases: for 2 ≤ n ≤ 6 when g is any
non-zero constant by Zhou–Zhu ([ZhoZhu19]); for 2 ≤ n ≤ 6 when g : N → R
is smooth and satisfies certain conditions on its nodal set {g = 0} (the resulting
collection of functions being generic in a Baire sense) by Zhou–Zhu ([ZhoZhu20]);
for n ≥ 7 and g any non-zero constant by Dey ([Dey]).

For n ≤ 6, the compactness theorem needed in these works to prove regularity
of the minmax varifolds is a straighforward consequence of the pointwise curvature
estimates due to Schoen–Simon–Yau ([SSY75]) (for n ≤ 5) and Schoen–Simon
([SchSim81]) (for n = 6). For general dimensions such estimates do not hold
and the corresponding compactness theorems have to be obtained by different
methods. The results of [BelWic-1], [BelWic-2] and [SchSim81] provide a complete
(regularity and) compactness theory in general dimensions needed for both the
Almgren–Pitts approach as in [Dey] as well as our approach in the present work.

We point out some methodological differences between the Almgren–Pitts min-
max construction and the Allen–Cahn method pursued here. Just like in the
original Almgren–Pitts method used to construct minimal hypersurfaces, the ar-
guments in [ZhoZhu19], [ZhoZhu20], [Dey] seem to require a “pull-tight” proce-
dure (to make up for the lack of a Palais–Smale condition), the fulfilment of an
“almost-minimizing” condition (as a substitute for uniform Morse index control),
and the use of “stable replacements” (to obtain the regularity conclusions). None
of these steps are required in the Allen–Cahn approach, which instead capitalises
on elementary, general PDE principles and a sharp varifold regularity theory of
independent interest.

We further point out that our regularity results (specifically, Theorem 3.2 and
Theorem 4.3 below) allow us to extend the existence theorem in a straightforward
manner from the case of positive g ∈ C1,1(N) to the case of arbitrary non-negative
Lipschitz g by means of an approximation argument (see Section 7). This argu-
ment uses in particular the local uniform C2,α estimates of Theorem 4.3 which
assumes that g ∈ C1,1 but yields constants in its conclusion that depend on g
only through an upper bound on the C1 norm of g. The applicability of these
estimates relies crucially on the fact that the Allen–Cahn min-max solutions sat-
isfy a uniform Morse index bound, which implies stability of the approximating
hypersurfaces in fixed-sized balls.

Remark 1.6. Historically the use of the Allen–Cahn energy to approximate the area
functional goes back to an idea of De Giorgi and to the work of Modica–Mortola
[ModMor77], which considered the case of minimizers. In particular minimizers of
Fεj ,σg converge in L1 to a BV limit taking values ±1, and whose +1 phase E is a
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minimizer of the functional Per(E)−
∫
E
g. Higher multiplicity issues (including the

precense of a “touching set”) that need to be addressed here do not arise in the case
of minimizers, and regularity of the limit in the form of embeddedness away from
a codimension 7 singular set follows from the work of Gonzalez–Massari–Tamanini
([GMT80], [GMT83]).

2 The case g ≡ 0, new difficulties when g > 0 and
technical aspects of their resolution

In this section we provide a brief description of the Allen–Cahn approach to
the case g ≡ 0 of Theorem 1.1 (i.e. the existence of minimal hypersurfaces), and
a more detailed overview of step(i), step (ii) and step (iii) above in the case
g > 0.

For the case g ≡ 0 of Theorem 1.1, the analogue of step (ii) is carried out in
the work of Guaraco [Gua18] which shows, via a classical mountain pass lemma,
the existence of a critical point uε of Eε for small ε ∈ (0, 1), with Morse in-
dex at most 1 and with uniform upper and lower energy bounds. Choosing
next εj → 0+ and applying a theorem of Hutchinson–Tonegawa ([HutTon00]),
one obtains a sequence of n-varifolds (V j) associated with the measures µj =
(2σ)−1

( εj
2 |∇uεj |

2 + ε−1
j W (uεj )

)
dvolN such that along a subsequence, V j con-

verges in the first instance to a non-trivial area-stationary integral n-varifold V on
N, with its weight measure ‖V ‖ = µ = limj→∞ µj . The proof is completed by de-
ducing regularity of µ as follows: the uniform Morse index bound on (uεj ) implies
that for each point p ∈ N there is a number r > 0 such that for each δ ∈ (0, r), a
subsequence of (uεj ) is stable (i.e. has index zero) in the annulus Nr(p) \ Nδ(p).
Hence by a theorem of Tonegawa ([Ton05-1]), locally near every point of sptµ the
embedded part of sptµ is stable with respect to the area functional for compactly
supported normal variations (of the embedded part). Regularity of µ (i.e. that
µ = qHn M0 where M0 is a minimal hypersurface smoothly embedded away from
a closed singular set (= M0 \M0) of Hausdorff dimension ≤ n−7, and q, the mul-
tiplicity function, is positive integer valued and locally constant on M0) follows by
using local stability of the sequence (uεj ) to rule out a certain very specific type of
singularities of µ (classical singularities, where at least one tangent cone is made
up of three or more half-hyperplanes meeting along a common axis) ([TonWic12]),
and applying the regularity theory for stable codimension 1 stationary varifolds
([Wic14]). Note that whether the set E = {u∞ = 1} is empty or not is irrelevant
in the case of minimal hypersurfaces, and hence an additional step like step (iii)
above is not necessary in this case. (We remark that in dimension n = 2, more
recent work of Chodosh–Mantoulidis ([ChoMan20]) provides an alternative proof
of the regularity of the limit surface by establishing strong convergence of the level
sets of the Allen–Cahn solutions.)

For the case g > 0, step (ii) is again, in essence, an application of a standard
PDE mountain pass lemma. For each small ε ∈ (0, 1), this step produces two
functions aε, bε ∈ W 1,2(N) close to the constant functions −1 and 1 respectively,
and a critical point uε of Fε,σg in W 1,2(N) such that Fε,σg(uε) is the min-max
width of Fε,σg over all continuous paths in W 1,2(N) joining aε to bε, i.e.

Fε,σg(uε) = min
γ∈Γε

max
t∈[−1,1]

Fε,σg(γ(t))

where Γε = {continuous γ : [−1, 1]→W 1,2(N) with γ(−1) = aε, γ(1) = bε}.
We shall now provide a discussion of the key new aspects of step (i) in the

case g > 0, followed by an overview of step (iii).
The starting point of step (i) is the work of Röger–Tonegawa ([RogTon08])

and Tonegawa ([Ton05-2]) (Theorem 3.1 below). These works, which extend
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[HutTon00], imply that the limit varifold V is an integral n-varifold having locally
bounded generalized mean curvature HV in N , that the (possibly empty) set E
(= {u∞ = 1}) is a Caccioppoli set in N with reduced boundary ∂?E ⊂ sptµ, that
HV (x) = 0 for µ-a.e. x ∈ N \ E and HV (x) = g(x)ν(x) for µ a.e. x ∈ ∂?E where
ν is the unit normal to ∂?E pointing into E, and that the density Θ (µ, x) = 1 for
µ a.e. x ∈ ∂?E; moreover, in the case of positive g as considered here, we have
that sptµ ⊂ N \ E and Θ (µ, x) is an even integer for µ a.e. x ∈ sptµ \ E.

As regards regularity of µ, the first important difference between the case g ≡ 0
and the case g > 0 is that as mentioned above, a limit varifold V in the latter
case may not in its entirety be a solution to a variational problem (whereas in
the former case it is, namely a critical point of n-dimensional area). As the next
best option we would like to say that the part of V corresponding to the reduced
boundary (i.e. the multiplicity 1 varifold |∂?E|, called the phase boundary) and
the complementary part (i.e. V N \E, called the hidden boundary) are separately
critical points, in N , of the functionals A−Volg and A respectively, where A is the
n-dimensional area functional and Volg is the enclosed g-volume. However even
under a uniform Morse index bound on uεj this does not follow apriori from the
results of [RogTon08], [Ton05-2]. In addition to the lack of regularity at this stage,
a serious difficulty impeding such a decomposition is the topologically complicated
ways in which the two parts |∂?E| and V (N \ E) may merge together on a set
of points y of positive (n− 1)-dimensional Hausdorff measure where V has planar
tangent cones of mutiplicity > 1, e.g. as depicted schematically in Figure 1.

Figure 1: Potential topological complexity (“neck accumulation”) at points of a limit
varifold where pieces of zero and non-zero mean curvature meet. The picture on the
right is the “top” view, i.e. the projection of the surface onto the tangent plane. The
disk in the middle has multiplicity 2 and zero mean curvature. The picture on the left
represents a slice along a half-plane (represented by the line segment in the picture
on the right) perpendicular to the tangent plane. The numbers ±1 indicate the two
phases {u∞ = 1} and {u∞ = −1}.

In an inductive argument to resolve this regularity question, we first apply a key
varifold regularity result (Theorem 3.2 below) from our recent work ([BelWic-1],
[BelWic-2]) to show (in Theorem 4.2) that subject to a uniform bound on the
Morse index of uεj , such topologically complicated behavior indeed does not occur;
in fact an ordered C1,α graph structure for V must hold near such a point y. Once
this is achieved, we combine (in Theorem 4.4) local stability with an adaptation
of a PDE argument from [BelWic-1] to prove C2 (and hence C3,α) regularity of
these graphs near y (Theorem 4.2, part (ii)). The difficulty in this higher regularity
question is that the union of the graphs need not be embedded; indeed, two graphs
can touch a priori on a large (but Hn-null) set, and the size of this coincidence set
is only shown to be lower dimensional (in fact to be locally contained in an (n−1)-

10



dimensional C1 submanifold) after C2 regularity of the graphs is established.
Once C2 regularity is established in a neighbourhood of a point y where V has

a planar tangent cone, it follows that spt |∂?E| and sptµ (N\E) must merge at y,
if at all, smoothly (i.e. as C3,α graphs each of which is entirely minimal or entirely
PMC with mean curvature g) and tangentially; moreover, this can happen only in
one of the two possible ways described in Definition 8 parts (iv), (v) and Figure 2.
This result, together with the absence of classical singularities in V (Theorem 4.2,
part (i)), leads to the global decomposition and regularity conclusion for µ as in
Theorem 1.2.

There is also a key difference between the case g ≡ 0 and the case g > 0 in the
way in which local stability of uεj (implied by the uniform Morse index bound on
uεj ) is used in the analysis of the limit varifolds V described above. In either case,
by [Ton05-1], stability of (a subsequence of) uεj in a ball implies that the limit
varifold V in that ball admits a generalized second fundamental form satisfying an
“ambient” stability inequality, namely, inequality (7); this inequality has the form
of the usual “intrinsic” stability inequality for embedded stable hypersurfaces, but
with one important difference: it is valid only for ambient C1 compactly supported
test functions with the ambient gradient (of the test function) appearing where
the intrinsic (hypersurface) gradient appears in the intrinsic stability inequality.
The ambient and intrinsic stability inequalities are equivalent on the embedded
part of a hypersurface (any C1 test function ϕ supported on the embedded part
has a C1 compactly supported extension ϕ̃ to the ambient space such that on
the hypersurface the ambient gradient of ϕ̃ agrees with the intrinsic gradient of
ϕ). For this reason, and also since the regularity theory of [Wic14] only requires
stability of the embedded part of the varifold, ambient stability inequality for limit
varifolds is sufficient in the case g ≡ 0.

This is not so in the case g > 0. In this case, unlike in the case g ≡ 0, two C2

pieces of the limit n-varifold may intersect tangentially along a set (the coincidence
set) of finite, positive (n − 1)-dimensional measure (consider for instance two
touching unit cylinders in Euclidean space). Because of this possibility stability
of the embedded part alone cannot be expected to yield any useful regularity
estimates for the C2 quasi-embedded part. (A coincidence set of positive (n− 1)-
dimensional measure, or even infinite (n−2)-dimensional measure for that matter,
is too large to be removable for the (intrinsic) stability inequality on the embedded
part.) Stability of the quasi-embedded part as an immersion, which would imply
the intrinsic stability inequality on the quasi-embedded part, would suffice in the
present context, but this does not follow from the ambient stability inequality
(i.e. inequality (7) below, which is implied by stability of (uεj )) eventhough the
latter holds on the quasi-embedded part. (A C1 function on a quasi-embedded
hypersurface is not necessarily the restriction to the hypersurface of an ambient
C1 function.) The question then is which alternative stability condition, valid
across the coincidence set, would suffice.

As we identify in the present work, of crucial significance is the fact that it suf-
fices to have an “ambient Schoen inequality” on the quasi-embedded part. This is
of course fully consistent with the case g ≡ 0. In that case the quasi-embedded part
is the embedded part, and the (stronger) intrinsic Schoen inequality ([SchSim81,
Lemma 1]) on the embedded part is valid and is implied by the intrinsic stability
inequality. This implication is the extent to which the intrinsic stability plays a
role in the proof of the main estimate in [SchSim81, Theorem 1], and the applica-
tion of [SchSim81, Theorem 1] is primarily the way the stability condition enters
the proof in [Wic14]. In the present case of g > 0 we do not have an intrinsic
Schoen inequality on the quasi-embedded part, but instead we obtain its ambient
analogue where any ambient test function and its ambient gradient take the place
of the intrinsic test function and its intrinsic gradient. This ambient Schoen in-
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equality is obtained directly from the stability of the Allen–Cahn critical points uε.
For the Euclidean ambient space (and for g ≡ 0), the derivation of this inequality
was carried out by Tonegawa in [Ton05-1]. We here (in Lemma 4.3 below) gener-
alise this to Riemannian manifolds (and to g 6≡ 0). (This generalisation turns out
to be somewhat subtle and require a careful choice of coordinates; we provide a
full account of it in Lemma 4.3.)

In [BelWic-2] a “non-variational” version of our regularity theory (namely,
[BelWic-2, Theorem 9.1 and Theorem 5.1], also recalled in Section 3.2 below) is
established taking this Schoen–Tonegawa inequality as the stability assumption
on the quasi-embedded region. With these results from [BelWic-2] in hand, as
well as extensions of some of the arguments in [BelWic-1, Section 7] to account
for the presence of both minimal and PMC parts, in Sections 4.3 and 4.4 below
we complete the proof of Theorem 1.2.

Finally we briefly describe step (iii). This is the way our argument produces
a hypersurface with mean curvature g even in the event that the limit measure µ
arising from the min-max critical points uεj constructed in step (ii) ends up being
supported entirely on a minimal hypersurface M0. This step is in part inspired by
the ideas in the recent work of the first author ([Bel]), where it is shown that if
the ambient manifold has positive Ricci curvature, then any minimal hypersurface
arising from a sequence of 1-paramater min-max critical points of the homogeneous
Allen–Cahn equation must have multiplicity 1. Our argument here requires the
construction, for each sufficiently small ε, of a function h = hε. The construction
takes M0 (and its regularity) as starting point; h is smooth for n ≤ 6, while for
n ≥ 7 it is Lipschitz. The function h (after an appropriate smoothing in case
n ≥ 7) is then used as initial data for a negative Fε,σg-gradient flow. This flow
is then proved to converge to a stable solution vε satisfying the properties given
in Proposition 1.1. Special care has to be taken to ensure that h meets certain
conditions, namely:

(I) a mean convexity condition, namely, −F ′ε,σg(h) > 0 (where the first varia-

tion −F ′ε,σg(h) = ε∆h − W ′(h)
ε + g should be understood distributionally:

when n ≥ 7, −F ′ε,σg(h) is in fact a Radon measure, while for n ≤ 6 it is a
smooth function);

(II) the existence (for all sufficiently small ε) of a continuous path in W 1,2(N)
that joins aε (the valley point close to −1 identified in step (ii)) to h, such
that all along the path we have (2σ)−1Fε,σg ≤ 2Hn(M0)− ς/2, where ς > 0
depends only on the geometric data M0 ⊂ N .

The construction of h is based on a certain deformation of the minimal im-
mersion ι of the oriented double cover of M0 into N , that covers M0 twice. This
deformation is schematically depicted in Figure 3: in (i), two disks D1 and D2 are
removed from M0, leaving a double cover of M0 \ (D1 ∪D2) (an immersion with
boundary); in (ii), one of the disks, say D1, is pasted back in (with multiplicity 2);
in (iii) the double disk 2|D1| is deformed as an immersion: since M0 has vanishing
mean curvature, and is therefore not stationary for the functional Area − Volg,
this deformation decreases the value of Area−Volg; in (iv) and (v) the same type
of operations are performed on D2. The deformation represented in Figure 3 is
constructed in order to ensure that the value of Area− Volg as we go from (i) to
(v) stays strictly below 2Hn(M0), by an amount ς > 0 that only depends on the
geometric properties of M0 in N . Note that, for ι, Volg vanishes and therefore
Area−Volg is just 2Hn(M0).

For any ε sufficiently small, we exhibit a continuous path in W 1,2(N) using
functions that replicate, in a suitable sense, the geometric behaviour identified by
the deformations represented in Figure 3. These functions are identically −1 or
identically +1 on certain regions and the transitions between the values ±1 happen
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in a small neighborhood of the hypersurfaces depicted in Figure 3. Moreover, the
energy (2σ)−1Fε,σg of these functions is a very close approximation of the value
attained by evaluating Area − Volg + 1

2

∫
N
g on the hypersurfaces depicted in

Figure 3— with an error of size O(ε | log ε |). An extremely effective feature of the
Allen–Cahn framework is that the transitions from (i) to (ii) and from (iv) to (v)
can be replicated continuously, while the corresponding geometric deformations
present discontinuities (with the sudden appearance of a portion). In similar
spirit, we can find a continuous path that joins aε to the function corresponding
to the immersion with boundary in (i). (The geometric counterpart is the sudden
appearance of the hypersurface M0 \ (D1 ∪ D2) with multiplicity 2.) The path
“from aε to (i)” is produced so that Fε,σg is almost increasing, i.e. it is equal to
an increasing function plus a function bounded in modulus by O(ε | log ε |). The
function h mentioned above corresponds to the immersion represented in (v) and
it is close to +1 in the two domains obtained by deforming the double disks D1

and D2 and close to −1 in their complement. Moreover, the construction ensures
the mean convexity condition in (I). The mean convexity implies that the negative
Fε,σg-gradient flow starting at h evolves towards a stable solution vε of F ′ε,σg = 0,
that has to be ≥ h. The assumption that the min-max solutions give rise to µ
supported entirely on M0 with multiplicity ≥ 2 implies that vε cannot be the
second valley point bε. Indeed, if vε = bε, we would have found a continuous path
in W 1,2(N) that connects aε to bε such that along this path, (2σ)−1Fε,σg stays
below the minmax value (2σ)−1Fε,σg(uε) by a fixed amount ς/2 (recall that we
have assumed (2σ)−1Fε,σg(uε)→ |µ|(N) + 1

2

∫
N
g); this contradicts the min-max

characterisation. Very crucially, the fact that vε 6= bε leads to a uniform positive
lower bound on Eε(vε) independent of ε, while the energy decreasing property of
the flow implies a uniform upper bound on Eε(vε). Moreover, the condition vε ≥ h
guarantees the presence of a fixed open set (corresponding to the two domains
obtained by deforming the double disks D1 and D2) on which vε ≥ 3/4 for all ε,
as claimed in Proposition 1.1. Then we can consider the varifold associated to vε
and apply Theorem 1.2 (with vεj in place of uεj for a sequence εj → 0+) to obtain
the desired hypersurface with mean curvature g.

We remark that the arguments given in Section 6 for step (iii) become con-
siderably shorter if n ≤ 6, since in that case M0 has no singularities. In general
dimensions, while the basic geometric idea remains the same, a finer analysis of
the distance function to M0 is necessary to handle the presence of a small singular
set in M0 (as well as some extra technical asides).

3 Preliminaries: Allen–Cahn solutions, limit (g, 0)-
varifolds and GMT regularity results

In this section and in Section 4 the ambient Riemannian manifold N need not
be complete. We shall continue to assume that dimN = n + 1 with n ≥ 2, and
use notation as in the preceding sections.

3.1 Allen–Cahn solutions and limit (g, 0)-varifolds

For ε ∈ (0, 1) let uε : N → R satisfy supN |uε| + Eε(uε) ≤ K, for K >

0 independent of ε. Let wε = Φ(uε) for Φ(s) =
∫ s

0

√
W (s̃)

2 ds̃, and let σ =∫ 1

−1

√
W (s)

2 ds. The BV -norm of wε is bounded from above by K (see [HutTon00]

(and [ModMor77]). This allows to obtain a subsequential BV-limit w∞ of wε, as
ε→ 0. We also denote u∞ = Φ−1(w∞), and we have uε → u∞ in L1 (see section
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5). We define, as in [HutTon00], the n-varifold V uε associated to uε by

V uε(A) =

∫ ∞
−∞
|{wε = t}|(A)dt,

where |{wε = t}| is the multiplicity-1 varifold associated to the level set {wε = t}.

We recall the main results of [RogTon08], and of [Ton05-2] (which rely on
[HutTon00]), concerning V in the case g > 0.

Theorem 3.1. ([RogTon08, Theorem 3.2] and [Ton05-2, Theorem 2.2]) Let g ∈
C1,1(N), gj ∈ C1,1(N) with gj → g locally in C1,1 and let εj → 0+. Let uεj ∈
W 1,2

loc (N) be a critical point of Fεj ,σgj for each j, and suppose that limj→∞ V uεj =
V for some n-varifold V on N , where V uεj is the n-varifold on N associated with
uεj as described above. Let u∞ ∈ BVloc(N ; {−1, 1}) be such that uεj → u∞ locally
in L1, and note that such u∞ exists possibly after passing to a subsequence of (εj).
Let E = {x ∈ N : u∞(x) = 1}. We have the following:

(i) σ−1V is an integral n-varifold, with V having locally bounded generalised
mean curvature HV and first variation δV = −HV ‖V ‖ in N ; the set E is a
Caccioppoli set in N with reduced boundary ∂?E ⊂ spt ‖V ‖ ⊂ N \ intE;

if additionally g > 0 and V 6= 0 then:

(ii) E 6= N ;

(iii) σ−1Θ (‖V ‖, x) = 1 and HV (x) · ν(x) = g(x) for Hn-a.e. x ∈ ∂?E where ν is
the inward pointing unit normal to ∂?E (i.e. if ν = ∇χE

|∇χE |);

(iv) HV (x) = 0 for Hn-a.e. x ∈ spt ‖V ‖ \ ∂?E;

(v) σ−1Θ (‖V ‖, x) is an even integer ≥ 2 for Hn-a.e. x ∈ spt ‖V ‖ \ ∂?E.

Remark 3.1. In [RogTon08] and [Ton05-2], these conclusions are established in
the case of Euclidean ambient space. Adaptation of the arguments to the case of
Riemannian ambient space is routine.

Under the hypotheses of Theorem 3.1, no regularity result for the limit var-
ifold V is known beyond the fact that the regular set (i.e. the C1,α embedded
part of spt ‖V ‖) is dense in spt ‖V ‖ (which follows from Allard’s regularity theo-
rem). Theorem 3.1 says that the minimal portions (also referred to as “hiddden
boundary”), if there are any, always appear with even multiplicity and lie in the
{u∞ = −1}-phase whenever g > 0. In principle, minimal and non-minimal por-
tions may come together in irregular fashion (e.g. as depicted in Figure 1). More
threatening to the success of the min-max approach to Theorem 1.1 is the possi-
bility that the limit interface ends up being completely minimal, i.e. the possibility
that u∞ ≡ −1 a.e. on N and spt ‖V ‖ all consists of hidden boundary. This possi-
bility can in fact arise under the hypotheses of Theorem 3.1 even when g ≡ 1 and
N = Rn; see [HutTon00, Section 6.3].

Throughout the rest of the article, it will be convenient to use the terminology
defined as follows:

Definition 1 (limit (g, 0)-varifolds and stable limit (g, 0)-varifolds). Let
g ∈ C1,1(N). We say that an n-varifold V on N is a limit (g, 0)-varifold on N if
there are a sequence of numbers εj → 0+ and for each j, a function gj ∈ C1,1(N)

and a critical point uεj ∈ W 1,2
loc (N) of Fεj ,σgj such that gj → g locally in C1,1

and V = limj→∞ V uεj , where V uεj is the n-varifold on N associated with uεj as
described above. We say that V is a stable limit (g, 0)-varifold on N if V is a limit
(g, 0)-varifold on N and the associated critical points uεj of Fεj ,σgj are stable in

N , i.e. satisfy d2

ds2

∣∣∣
s=0
Fεj ,σgj (uεj + sϕ) ≥ 0 for each ϕ ∈ C1

c (N).
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This terminology is motivated by Theorem 3.1, according to which a varifold
V which is the limit of a sequence of varifolds V uεj as described above admits
generalised mean curvature, and consists of an oriented portion on which the
generalized scalar mean curvature is equal to g a.e., and a complementary portion
where the generalized mean curvature is 0.

3.2 A non-variational varifold regularity theory

The central ingredient of our proof of regularity of limit (g, 0)-varifolds asso-
ciated with Morse index bounded Allen–Cahn solutions (Theorem 4.2 and Theo-
rem 4.3 below) is the general varifold regularity theory comprising Theorem 3.2
and Theorem 3.3 below. Both these theorems have non-variational hypotheses;
that is to say, the varifolds to which the theorems are applicable are not assumed
to be critical points of a functional. This is important for the present application
since limit (g, 0)-varifolds may consist of both stationary (i.e. zero mean-curvature)
and prescribed-mean-curvature parts merging together.

Theorem 3.2, which we state next, is a Riemannian counterpart of [BelWic-2,
Theorem 9.1] and it follows directly from the latter (see Remark 3.3 below). In
this theorem, an important role is played by a very specific type of singularities
defined as follows:

Definition 2 (classical singularity). Let V be an n-varifold on a Riemannian
manifold N of dimension n+1. A point Y ∈ spt ‖V ‖ is a classical singularity of V
if there exists ρ > 0 such that, for some α ∈ (0, 1], we have that spt ‖V ‖∩Nρ(Y ) =
∪kj=1Mj where: k ∈ N, k ≥ 3; each Mj is an embedded C1,α hypersurface-with-

boundary in Nρ(Y ); there is an (n − 1)-dimensional embedded C1,α submanifold
γ of Nρ(Y ) with Y ∈ γ such that ∂Mj = γ for j = 1, 2, . . . , k; the Mj’s meet
pairwise only along γ with at least one pair meeting transversely everywhere along
γ.

In the statement of Theorem 3.2, it is convenient to use the following termi-
nology associated with any integral n-varifold V on N such that V has generalised
mean curvatureHV ∈ Lploc(‖V ‖) for some p > n and first variation δ V = −HV ‖V ‖
in some open subset UV ⊂ N.

Definition 3 ((q, β)-separation property). Let q ∈ N, and β ∈ (0, 1). Let
V be as above. We say that V has the (q, β)-separation property provided the
following implication holds: if

(i) X ∈ UV ; ρ ∈ (0,min{1, injXN, dist (X, ∂UV )}]; Q : TX N ≈ Rn+1 → TX N
is an orthogonal rotation;

(ii) the varifold Ṽ ≡
(
Q ◦ exp−1

X

)
#
V

(
NinjXN (X) ∩ UV

)
satisfies

ω−1
n ‖η0,ρ# Ṽ ‖(Bn+1

1 (0)) ≤ q + 1/2,

q − 1/2 ≤
(ωn

2n

)−1

‖η0,ρ#Ṽ ‖((Bn1/2(0)× R) ∩Bn+1
1 (0)) ≤ q + 1/2,

and∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|xn+1|2 d‖η0,ρ#Ṽ ‖

+ρ

(∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|HV (expX(Q−1(ρY ))|p d‖η0,ρ#Ṽ ‖(Y )

)1/p

+ ρ < β;

(iii) Y ∈ Bnρ/2(0)× {0} ⊂ Rn+1; τ ∈ (0, ρ/2];
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(iv) Θ (‖V ‖, ξ) < q for each ξ ∈ expX(Bnτ (Y )× R);

(v) the varifold W ≡ ηY,τ # Ṽ satisfies

(ωn)−1‖W‖(Bn+1
1 (0)) ≤ q + 1/4,

q − 1/4 ≤
(ωn

2n

)−1

‖W‖((Bn1/2(0)× R) ∩Bn+1
1 (0)) ≤ q + 1/4,

and ∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|xn+1|2 d‖W‖

+ρ

(∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|HV (expX(Q−1(τZ))|p d‖W‖(Z)

)1/p

< β/2;

then we have that W ((Bn1/4(0) × R) ∩ Bn+1
1 (0)) =

∑q
j=1 |graphuj | for some

uj ∈ C2(Bn1/4(0)), j = 1, 2, . . . , q, with u1 ≤ u2 ≤ . . . ≤ uq.

Theorem 3.2. ([BelWic-2, Theorem 9.1]) Let N be an (n+ 1)-dimensional Rie-
mannian manifold, q be a positive integer, β ∈ (0, 1) and p > n. Let V be a class
of integral n-varifolds V on N satisfying the following properties (a)-(c):

(a) corresponding to each V ∈ V there is an open set UV ⊂ N such that V
has generalised mean curvature HV ∈ Lploc(‖V ‖) and first variation δ V =
−HV ‖V ‖ with respect to UV , i.e. V satisfies

δ V (ψ) = −
∫
N

< HV , ψ > d‖V ‖

for some HV ∈ Lploc(‖V ‖) and any compactly supported C1 vector field ψ :
UV → TN ;

(b) if V ∈ V then no point Y ∈ spt ‖V ‖ ∩ UV with Θ (‖V ‖, Y ) = q is a classical
singularity of V ;

(c) if V ∈ V then V satisfies the (q, β)-separation property;

Conclusion : there exists ε = ε(n, p, q,N, β,V) ∈ (0, 1) such that if V ∈ V, X0 ∈
UV , Ṽ =

(
Q ◦ exp−1

X0

)
#
V

(
NinjX0

N (X0) ∩ UV
)

for some orthogonal rotation

Q : TX0
N ≈ Rn+1 → TX0

N , and if ρ ∈ (0,min{1, injX0
N, dist (X0, ∂UV )}],

ω−1
n ‖η0,ρ# Ṽ ‖(Bn+1

1 (0)) ≤ q + 1/2,

q − 1/2 ≤
(ωn

2n

)−1

‖η0,ρ#Ṽ ‖((Bn1/2(0)× R) ∩Bn+1
1 (0)) ≤ q + 1/2,

and

Êρ ≡
∫

(Bn
1/2

(0)×R)∩Bn+1
1 (0)

|xn+1|2 d‖η0,ρ#Ṽ ‖

+ρ

(∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|HV (expX(Q−1(ρY ))|p d‖η0,ρ#Ṽ ‖(Y )

)1/p

+ ρ < ε,

then

η0,ρ#Ṽ ((Bn1/4(0)× R) ∩Bn+1
1 (0)) =

q∑
j=1

|graphuj |
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for some uj ∈ C1,α(Bn1/4(0)), j = 1, 2, . . . , q, with u1 ≤ u2 ≤ . . . ≤ uq, where

α = α(n, p) ∈ (0, 1). Furthermore, we have that

‖uj‖C1,α(B1/4(0)) ≤ C
√
Êρ

for each j ∈ {1, 2, . . . , q}, where C = C(N,n, p, q).

Remark 3.2. The content of the preceding theorem (for a given varifold) can
roughly be described as follows: fix a positive integer q. In the absence of classical
singularities (as in hypothesis (b)), if an integral n-varifold with generalized mean
curvature locally in Lp for some p > n has the property that its flat regions where
density is ≤ q − 1 are “well-behaved” (as in hypothesis (c)), then the varifold is
well-behaved also near any point where there is a tangent plane of multiplicity
q. Note the difference in the meaning of “well-behaved” in the hypotheses and in
the conclusion: in the hypotheses (i.e. in hypothesis (c)) it means separation into
ordered C2 graphs, whereas in the conclusion it means separation into ordered
C1,α graphs. If HV = 0 (the case handled in [Wic14]) the Hopf boundary point
lemma ensures C1,α =⇒ C2, but simple examples show that in general C2

conclusion need not hold, even if |HV | = 1 (see e.g. [BelWic-1, Remark 2.14]). In
the present application (i.e. in Theorem 4.2) however, where V is a limit (g, 0)-
varifold arising from index bounded Allen–Cahn solutions, C2 conclusion does
hold (as we show in Section 4.3 below) because of the additional constraints on V
imposed by Theorem 3.1, including the fact that the set E = {u∞ = 1} (notation
as in Theorem 3.1) is a Caccioppoli set.

Remark 3.3 ([BelWic-2, Theorem 9.1] =⇒ Theorem 3.2). The preceding theorem
indeed follows very directly from [BelWic-2, Theorem 9.1], taken with V therein

to be the collection of varifolds Ṽ consisting of all varifolds Ṽ Bn+1
1 (0), where

(for X0 ∈ N fixed as in the conclusion of the present theorem),

Ṽ =
(
η0,ρ ◦Q ◦ exp−1

X

)
#
V NinjX0

N (X0)

for some V ∈ V (with V as in the present theorem), X ∈ NinjX0
N (X0) ∩ UV , Q :

Rn+1 → Rn+1 an orthogonal rotation, and ρ ∈ (0,min{injXN, dist (X, ∂ UV )}).
For the class Ṽ, hypothesis (a) of [BelWic-2, Theorem 9.1] (with ĤṼ = ρHV ◦expX
for Ṽ as above, and for fixed constants κ, κ1 depending only on N, and for “change-
of-base-point” diffeomorphisms ϕY : Bn+1

1 (0) → Bn+1
1 (0), Y ∈ Bn1/2(0), defined

by appropriate composition of scalings, rotations, exponential maps and their in-
verses as in [BelWic-2, Remark 3.1]) follows from hypothesis (a) of the present
theorem, as pointed out in [BelWic-2, Remark 9.1]; hypothesis (b) of [BelWic-2,
Theorem 9.1] follows directly from hypothesis (b) of the present theorem; and hy-
pothesis (c) of [BelWic-2, Theorem 9.1] follows from hypothesis (c) of the present
theorem, taking into account the following additional observation: let uj be as
in hypothesis (c) of the present theorem. Then the requirement of hypothesis (c)
of [BelWic-2, Theorem 9.1] that the C1,α1 norm of uj are bounded (in the spec-
ified manner therein) for some fixed α1 ∈ (0, 1) holds automatically. Indeed,
we have (by assumption) that uj ∈ C2(B1/4(0)) for each j and therefore that
Mj = expX ◦Q−1 ◦η0,ρ−1(graph(uj)) is a C2 hypersurface of N ; hence, by the dis-
cussion in [BelWic-2, Section 3.1], inequality (A) in [BelWic-2, Section 5.1] (taken
with ρ0 = 1 and for κ, κ1 fixed depending only on N) holds with η0,1/4 #|graphuj |
in place of V for each j separately. On the other hand, it is easy to see that the
argument of Allard’s regularity theorem (for the simpler case of C2 graphs) car-
ries over with inequality (A) in place of the first variation hypothesis of Allard’s
theorem (requiring an Lp bound on the mean curvature), leading to the estimate

‖uj‖C1,α(Bn
1/8

(0)) ≤ C
√
Êρ
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for each j, where α = α(n, p) ∈ (0, 1) and C = (N,n, p).

We next state Theorem 3.3 which will serve to verify hypothesis (c) of Theo-
rem 3.2 when applying Theorem 3.2 to certain limit (g, 0)-varifolds (in the proofs
of Theorem 4.2 and Theorem 4.3). This result can be viewed as a Riemannian
formulation of [BelWic-2, Theorem 5.1] and it follows directly from the latter—see
Remark 3.4 below; [BelWic-2, Theorem 5.1] in turn is a non-variational version of
[SchSim81, Theorem 1], whose proof follows closely the argument of [SchSim81,
Theorem 1].

In Theorem 3.3 and subsequently, we shall use the terminology below (in Def-
initions 4-7) associated with any integral n-varifold V of a Riemannian manifold
N of dimemsion n+ 1:

Definition 4 (quasi-embedded point). A point Y ∈ spt ‖V ‖ is said to be a
quasi-embedded point of V if there exist k ∈ N; ρ > 0; a hyperplane L ⊂ Rn+1 ≈
TY N with unit normal vector νL; C2 functions uj : L ∩ Bn+1

ρ (0) → L⊥ for
j ∈ {1, . . . , k} satisfying, whenever k ≥ 2, uj ·νL ≤ uj+1 ·νL for j ∈ {1, . . . , k−1},
such that

V Nρ(Y ) = (expY )#

 k∑
j=1

|graph(uj) ∩Bn+1
ρ (0)|

 .

Definition 5 (generalised regular set gen-reg V ). The generalised regular
set of V , denoted gen-reg V , is the set of quasi-embedded points of V .

Definition 6 (singular set sing V ). The singular set of V , denoted sing V , is
defined by sing V = spt ‖V ‖ \ gen-reg V.

Definition 7 (regular set reg V ). The regular set of V , denoted reg V, is the
set of C2 embedded points of spt ‖V ‖. More precisely, Y ∈ reg V if Y ∈ spt ‖V ‖
and there exist ρ > 0 such that spt ‖V ‖ ∩ Nρ(Y ) is an embedded, connected C2

submanifold M of Nρ(Y ).

Theorem 3.3. [BelWic-2, Theorem 5.1] Let λ, λ ∈ [0,∞), p > n, Λ ∈ [0,∞), q ∈
N and ρ0 ∈ (0,∞). There exist a constant K = K(n, λ, λ,Λ, N, ρ0) ∈ (0,∞) de-
pending only on n, λ, λ, Λ, N and ρ0, and a constant ε = ε(n, λ, λ,Λ, p, q, n,N, ρ0) ∈
(0,Kρ0/2) depending only on n, λ, λ, Λ, p, q, n, N and ρ0, such that the following
holds. Suppose that X0 ∈ N , injX0

N ≥ ρ0, V is an integral n-varifold on Nρ0
(X0)

and that:

(a) V has first variation δ V = −HV ‖V ‖ in Nρ0
(X0), i.e.

δV (ψ) = −
∫
HV · ψd‖V ‖

for every vector field ψ ∈ C1
c (Nρ0(X0);TN), where the generalised mean

curvature HV ∈ Lp(‖V ‖) with
(
ρp−n0

∫
Nρ0 (X0)

|HV |p d‖V ‖
)1/p

≤ Λ;

additionally, suppose that X ∈ Nρ0/2(X0), ρ ∈ (0,K−1ε) and that:

(b) dimH(sing V Nρ(X)) ≤ n− 7 if n ≥ 7 and sing V Nρ(X) = ∅ if n ≤ 6;

(c) (Schoen–Tonegawa inequality) for every y ∈ spt ‖V ‖ ∩ Nρ(X) and every
smooth, embedded n-dimensional disk D ⊂ N containing y, the following
holds: if for some δ ∈

(
0, 1

10dist(y, ∂Nρ(X))
)

and r = dist(y, ∂Nρ(X)) − δ,
ϕy : Bnr (0) × (−δ, δ) → Nρ(X) is a coordinate chart induced by a choice of
Fermi coordinates around D with ϕy(0) = y and with the pull back metric on
Bnr × (−δ, δ) coinciding at 0, to first order, with the Euclidean metric, then∫

|A|2ζ2d‖Ṽ ‖ ≤ λ
∫

(1− (ν̃ · en+1)2)|∇ζ|2d‖Ṽ ‖+ λ

∫
ζ2d‖Ṽ ‖
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for every ζ ∈ C1
c

(
(Bnr (0)× (−δ, δ)) \ ϕ−1

y (sing V )
)

; here Ṽ = (ϕ−1
y )#V , ∇

is the gradient in Bnr (0)×(−δ, δ), A is the second fundamental form of Ṽ and

ν̃ is the unit normal to spt ‖Ṽ ‖ (all quantities with respect to the pull-back
metric), and note that it suffices for ν̃ to be defined up to sign and for all
said quantities to be defined in the complement of ϕ−1

y (sing V );

finally, suppose that with ϕX equal to a chart as in (c) corresponding to y = X,

and with Ṽ = (ϕ−1
X )# V :

(ωn)−1‖η0,ρ# Ṽ ‖(Bn+1
1 (0)) ≤ q + 1/2;

q − 1/2 ≤
(ωn

2n

)−1

‖η0,ρ# Ṽ ‖
(

(Bn1/2(0)× R) ∩Bn+1
1 (0)

)
≤ q + 1/2

and

E ≡
∫

(Bn
1/2

(0)×R)∩Bn+1
1 (0)

|xn+1|2 d‖η0,ρ# Ṽ ‖

+ρ2

(∫
(Bn

1/2
(0)×R)∩Bn+1

1 (0)

|HV ◦ ϕX0
(Y )|p d‖η0,ρ# Ṽ ‖(Y )

)2/p

< ε.

Then

η0,ρ#Ṽ ((Bn1/4(0)× R) ∩Bn+1
1 (0)) =

q∑
j=1

|graphuj |

for some uj ∈ C2(Bn1/4(0)), j = 1, 2, . . . , q, with u1 ≤ u2 ≤ . . . ≤ uq; moreover,

‖uj‖C1,α(B1/4(0)) ≤ C
√
E

for each j ∈ {1, 2, . . . , q}, where α = α(n, p) ∈ (0, 1) and C = C(p, q,N) ∈ (0,∞).

Remark 3.4 ([BelWic-2, Theorem 5.1] ⇒ Theorem 3.3). Assumption (a) in Theo-
rem 3.3 implies condition (A) of [BelWic-2, Theorem 5.1], as explained in [BelWic-2,
Section 5.2]. Assumption (c) in Theorem 3.3 implies the condition (C) of [BelWic-2,
Theorem 5.1] by an elementary computation (see the next remark). The rest of the
assumptions of Theorem 3.3 are the remaining assumptions of [BelWic-2, Theorem
5.1].

Remark 3.5. One needs to check that the inequality in (c), which is expressed in
terms of Riemannian quantities, implies the validity of the same inequality, with an
additional multiplicative constant on the right-hand-side that depends only on the
metric, and with A, ν̃, ∇ and · replaced by their Euclidean counterparts. Indeed,
by virtue of the fact that the coordinates are Fermi, we have that everywhere in
Bnr (0)× (−δ, δ), the vector ∂n+1 is unit both with respect to both the Euclidean
metric and the Riemannian metric, and moreover, ∂n+1 is the metric gradient,
with respect to either metric, of the (coordinate) function xn+1. Denote the metric
gradients associated with the Euclidean and Riemannian metrics respectively by
∇Eucl and ∇, and let M = reg V. For any smooth function f , define ∇Eucl,Mf and
∇Mf at a point on X ∈M as orthogonal projections of ∇Euclf and ∇f onto the
tangent space to TXM , where orthogonality is with respect to the corresponding
metric (i.e. the Euclidean metric and the Riemannian metric respectively). Then
we have (i) 1− (ν · en+1)2 = |∇Eucl,Mxn+1|2, where ν is the Euclidean unit normal
to M , · is the Euclidean scalar product and the norm on the right-hand-side is
Euclidean, and (ii) 1 − (ν̃ · en+1)2)2 = |∇Mxn+1|2, where ν̃ is the Riemannian
unit normal to M , · is the Riemannian scalar product and the norm on the right-
hand-side is Riemannian. On the other hand, 1

C̃
|∇Mxn+1|2 ≤ |∇Eucl,Mxn+1|2 ≤

C̃|∇Mxn+1|2 for a fixed positive constant C̃ depending only on the Riemannian
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metric. To this end we observe that∇Eucl,Mf agrees with the gradient of f |M with
respect to the Riemannian metric on M induced by the ambient Euclidean metric.
Similarly, ∇Mf is the gradient of f |M with respect to the metric on M induced by
the ambient Riemannian metric. In other words, |∇Mxn+1|2 and |∇Eucl,Mxn+1|2
can be computed pointwise on M in intrinsic fashion (from the two metrics on
M). The inequalities then follow, and equivalently we have 1

C̃

(
1− (ν · en+1)2

)
≤

1− (ν̃ · en+1)2 ≤ C̃
(
1− (ν · en+1)2

)
. To complete the verification of the Schoen–

Tonegawa inequality with Euclidean quantities, it suffices to observe the pointwise
inequalities |A|2 ≥ C̃−1|AEucl|2 − γ̃ and |∇φ|2 ≤ C̃|∇Eucl φ|2 where Eucl denotes

the Euclidean quantities, and C̃ > 1 and γ̃ > 0 are fixed constants that depend
only on the Riemannian metric. (C̃ can be made arbitrarily close to 1 and γ̃
arbitrarily close to zero by making the geodesic ball Nρ0

(X0) in Theorem 3.3
sufficiently small).

3.3 Further GMT preliminaries

For an m-dimensional stationary integral cone C on Rn+1, let S(C) = {Y ∈
Rn+1 : Θ (‖C‖, Y ) = Θ (‖C‖, 0)}. It is well-known that Θ (‖C‖, Y ) ≤ Θ (‖C‖, 0)
for every Y ∈ Rn+1, S(C) is a vector subspace of Rn+1 of some dimension ≤ m
and that C is invariant under translation by any element in S(C).

We shall need the case m = n of the following result:

Lemma 3.1. [Generalised stratification of singular sets] Let V be an integral
m-varifold on N with generalised mean curvature HV ∈ Lploc(‖V ‖) for some
p > m and first variation δ V = −HV ‖V ‖ in N . For k ∈ {0, 1, 2, . . . ,m}, let
Sk = {Y ∈ spt ‖V ‖ : dimS(C) ≤ k for every tangent cone C to V at Y }. Then
dimH (Sk) ≤ k.

This result is due to Almgren; see [Alm00, Remark 2.28], where it is proved
assuming p =∞ and N is a Euclidean space. In view of [All72, Remark 4.4] and
the validity of the monotonicity formula when p > m (see [All72, Theorem 8.5] or
[Sim83, Section 4]), the same argument establishes the above Lp version (although
for our purposes here the case p =∞ suffices). See [Sim96, Chapter 4] for a nice,
concise exposition of the argument in the context of energy minimizing maps.

We shall employ Lemma 3.1 together with the following result to deduce (in
Theorem 4.2) the dimension bound on the singular set of limit (g, 0)-varifolds
arising from index bounded Allen–Cahn solutions.

Theorem 3.4. [Classification of stable, stationary hypercones] Let C be a sta-
tionary integral hypercone on Rn+1 such that C has no classical singularities and
reg C (i.e. the embedded part of spt ‖C‖) is stable in the sense that the stability
inequality

∫
|BC|2ϕ2 dHn ≤

∫
|∇reg C ϕ|2 dHn holds for all ϕ ∈ C1

c (reg C), where
BC is the second fundamental form of reg C and ∇reg C is the gradient operator
on reg C. We then have the following:

(i) if 1 ≤ n ≤ 6, then C = q|P | for some positive integer q and a hyperplane P
of Rn+1;

(ii) if n ≥ 7, then either C = q|P | for some positive integer q and a hyperplane
P of Rn+1, or dimS(C) ≤ n− 7;

(iii) if n ≥ 7 then dimH (sing C) ≤ n− 7.

Proof. The case n = 1 is trivial, so assume n ≥ 2. In case sing C ⊂ {0}, part (i)
is a well-known theorem of Simons ([Sims68]). The general case follows from this
and the results of [Wic14] as follows: let k be the smallest integer ≥ 2 for which

there is a k-dimensional hypercone C̃ such that the hypotheses of the theorem are
satisfied with C = C̃ but the conclusion in part (i) fails, i.e. C̃ is not supported
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on a hyperplane. If Y ∈ spt ‖C̃‖ \ {0} is arbitrary, then by [Wic14, Theorem 3.3]

and [Wic14, Theorem 3.4], any tangent cone C1 to C̃ at Y has stable regular
part and no classical singularities. Also, being invariant under translation along

{tY : t ∈ R}, C1 has the form C
(0)
1 ×R after a rotation. Thus the “cross-section”

C
(0)
1 is a hypercone in Rk with stable regular part and no classical singularities,

and so by the definition of k, the cone C
(0)
1 is supported on a k − 1 dimensional

plane and consequently C1 is supported on a k dimensional plane. Hence by
[Wic14, Theorem 3.3] Y is a regular point of C̃. Thus sing C̃ ⊂ {0} and hence by
Simons’ theorem, we must have that k ≥ 7. Part (ii) follows directly from part
(i) by considering the cross-section of C. Since (by [Wic14, Theorem 3.3] and
[Wic14, Theorem 3.4]) every tangent cone to C has stable regular part and no
classical singularities, part (iii) follows from part (ii), [Wic14, Theorem 3.3] and
Lemma 3.1.

4 Regularity of limit (g, 0)-varifolds

In this section we use the C1,α varifold regularity theory described in the pre-
ceding section (namely, Theorem 3.3 and Theorem 3.2), together with an adap-
tation of a PDE argument from [BelWic-1] (described fully in Section 4.3 below),
and Lemma 3.1 and Theorem 3.4, to completely analyse the limit (g, 0)-varifolds
arising from Morse index bounded sequences of Allen–Cahn solutions. Results in
this section may be of interest in contexts other than that of Theorem 1.1.

4.1 Main theorems: smooth excision of hidden boundary

Our main regularity theorem concerning limit varifolds (Theorem 4.1 below)
says that if g ∈ C1,1(N) is positive, then a limit (g, 0)-varifold V for which the
associated sequence (uεj ) is such that uεj has uniformly bounded Morse index with
respect to Fεj ,σgj is regular (i.e. has quasi-embedded PMC (g, 0) structure as in
Definition 8 below) away from a closed set of codimension ≥ 7, and moreover, that
the hidden boundary V

(
N \ E

)
(on which HV = 0) and the phase boundary

|∂ E| (where HV = gν, with ν denoting the inward pointing unit normal to ∂?E)
can be separated smoothly globally, i.e. neither the hidden boundary nor the phase
boundary has singular first variation in N (and each is separately regular away
from a closed set of codimension ≥ 7).

Definition 8 (quasi-embedded PMC (g, 0) structure). Let g : N → R be a
positive continuous function and let V be an integral n-varifold on N. We say that
V has quasi-embedded PMC(g, 0) structure at Y ∈ spt ‖V ‖ if one of the following
(depicted in figure 2) holds:

(i) V in a neighborhood of Y is equal to the multiplicity 1 varifold |D| for some
C2 embedded disk D with a choice of continuous unit normal with respect to
which the scalar mean curvature of D is equal to g everywhere;

(ii) V in a neighborhood of Y is equal to q|D′| for some even integer q and a C2

embedded minimal disk D′;

(iii) Θ (‖V ‖, Y ) = 2 and V in a neighborhood of Y is equal to |D1| + |D2| for
two distinct C2 embedded disks D1, D2 having only tangential intersection,
with each disk lying on one side of the other, having mean curvature vector
pointing away from the other and having scalar mean curvature (with respect
to the unit normal in the direction of the mean curvature vector) equal to g
everywhere;

(iv) Θ (‖V ‖, Y ) = q and V in a neighborhood of Y is equal to |D| + (q − 1)|D′|
for some odd integer q ≥ 3 and two distinct C2 embedded disks D, D′ having
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only tangential intersection, with each disk lying on one side of the other,
D having mean curvature vector pointing away from D′ and scalar mean
curvature (with respect to the unit normal in the direction of the the mean
curvature vector) equal to g everywhere, and with D′ being minimal;

(v) Θ (‖V ‖, Y ) = q and V in a neighborhood of Y is equal to |D1|+ |D2|+ (q −
2)|D′| for some even integer q ≥ 4 and three distinct C2 embedded disks D1,
D2, D′ with each pair of disks having only tangential intersection, and where
D1, D2 are precisely as in (iii) and D′ is minimal and lies between D1 and
D2.

Definition 9 (quasi-embedded hypersurface). The image M = ι(S) of a C2

immersion ι : S → N of an n dimensional C2 manifold is said to be a quasi-
embedded hypersurface of N if every point Y ∈ spt ‖ι# |S|‖ is a quasi-embedded
point of the varifold ι# |S| (see Definition 4) and we may choose, in the notation
of Definition 4, O and uj for j ∈ {1, . . . , k} so that graphuj = ι(Dj) for some
n-dimensional open disk Dj ⊂ S.

−1

+1

−1

−1

+1

−1 −1

+1

−1

−1
+1

−1

+1

+1

−1

−1

−1

−1

(i) (ii)

(iii) (iv)

(v)

Figure 2: Quasi-embedded PMC(g, 0) structure of a varifold V . In each case, V
corresponds to a certain number of disks, depicted by curves. The disks depicted by
thin curves have multiplicity 1 and mean curvature gν for a choice of unit normal
ν, and those depicted by thick curves are minimal and have even multiplicity. The
numbers +1 and −1 indicate the phase values, i.e. the values of u∞, when V is the
limit varifold arising from a sequence of Allen–Cahn critical points uεj with g > 0. In
this case ν always points into the +1 phase.

Theorem 4.1. Let g ∈ C1,1(N) be positive, and let V 6= 0 be a limit (g, 0)-varifold
on N with associated sequences εj → 0+, gj ∈ C1,1(N) and uεj ∈W

1,2
loc (N) where

gj → g locally in C1,1 and uεj is a critical point of Fεj ,σgj for each j. Suppose
further that the sequence (uεj ) converges to u∞ ∈ BVloc(N ; {−1, 1}) locally in L1,
noting that such u∞ exists possibly after passing to a subsequence of (uεj ). Let
E = {x ∈ N : u∞(x) = 1} and note, by Theorem 3.1, that E is a Caccioppoli
set with E 6= N . Finally suppose that that the Morse index of uεj with respect to
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Fεj ,σgj is bounded from above independently of j. Then we have σ−1V = V0 + Vg,
where:

(i) V0 is a (possibly zero) stationary integral n-varifold on N with sing V0 = ∅
if 2 ≤ n ≤ 6, sing V0 discrete if n = 7 and dimH (sing V0) ≤ n− 7 if n ≥ 8;
moreover, V0 has locally constant even multiplicity on reg V0(= gen-reg V0)
and spt ‖V0‖ ⊂ N \ int (E).

(ii) if E = ∅, then Vg = 0; if E 6= ∅ then Vg = |∂?E| 6= 0 and we have that
sing Vg = ∅ if 2 ≤ n ≤ 6, sing Vg is discrete if n = 7 and dimH (sing Vg) ≤
n − 7 if n ≥ 8; moreover, the (classical) mean-curvature of the immersed
hypersurface gen-reg Vg is given by HVg = gν where ν is the unit normal
vector to gen-reg Vg pointing inward (i.e. towards E); HVg is also the gen-
eralized mean curvature of Vg in N , and the first variation of Vg is given by
δ Vg = −HVg‖Vg‖ on N .

Additionally, σ−1V has quasi-embedded PMC(g, 0) structure near each point y ∈
gen-reg V (see Figure 2 below), and gen-reg Vg is a quasi-embedded hypersurface
of N.

For the proof of Theorem 4.1, it will be convenient to first establish Theo-
rem 4.2 below which collects several key facts concerning varifolds V satisfying
the hypotheses of Theorem 4.1. Theorem 4.1 will be a direct consequence of
Theorem 4.2 and Theorem 3.1 above.

Theorem 4.2. Let g ∈ C1,1(N), g > 0, and let V be a limit (g, 0)-varifold on N
with associated sequences εj → 0+, gj ∈ C1,1(N) and uεj ∈W

1,2
loc (N) where gj → g

locally in C1,1 and uεj is a critical point of Fεj ,σgj for each j. Suppose that the
Morse index of uεj with respect to Fεj ,σgj is bounded from above independently of
j. Noting by Theorem 3.1 that σ−1V is integral and that V admits locally bounded
generalized mean curvature, we have the following:

(i) V has no classical singularities;

(ii) if C is a tangent cone to σ−1V , then C is a stationary integral hypercone
with no classical singularities and stable regular part;

(iii) if Y ∈ spt ‖V ‖ and if one tangent cone to σ−1V at Y is supported on a
hyperplane, then σ−1V has quasi-embedded PMC (g, 0) structure at Y ;

(iv) sing V = ∅ if 2 ≤ n ≤ 6, sing V is discrete if n = 7 and dimH (sing V ) ≤ n−7
if n ≥ 8.

When V is a stable limit (g, 0)-varifold, we have quantitative versions of parts
(i) and (iii) of the preceding theorem, given by the uniform estimates in Theo-
rem 4.3 below. These estimates will only be needed for the approximation argu-
ment we use in Section 7 to extend Theorem 1.1 from the case of positive g ∈ C1,1

to the case of non-negative Lipschitz g.

Theorem 4.3. Let q be a positive integer, Γ > 0 and ρ ∈ (0,∞). Let C be a sta-
tionary integral cone in Rn+1 supported on a union of three or more n-dimensional
half-hyperplanes meeting along a common (n − 1)-dimensional subspace. There
are constants η0 = η0(n,C, N,Γ, ρ) ∈ (0, 1), ε0 = ε0(n, q,N,Γ, ρ) ∈ (0, 1) and
µ = µ(n,N,Γ, ρ) such that whenever g ∈ C1,1(N) is a positive function with
supN (|g|+ |∇g|) ≤ Γ, V is a stable limit (g, 0)-varifold on N , y ∈ N with

injy N ≥ ρ and Ṽ =
(
Q ◦ exp−1

y

)
#
σ−1V Nρ(y) for some ρ ∈ (0, injy N) and

some orthogonal rotation Q : Ty N ≈ Rn+1 → Ty N (so that Ṽ is a varifold on
Bn+1
ρ (0) ⊂ Rn+1), we have the following conclusions:

(i) if
‖Ṽ ‖(Bn+1

ρ (0))

ωnρn
≤ Θ (‖C‖, 0) + 1/4 then

µρ+ ρ−1distH (spt ‖C‖ ∩Bn+1
ρ (0), spt ‖Ṽ ‖ ∩Bn+1

ρ (0)) ≥ η0;
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(ii) if
‖Ṽ ‖(Bn+1

ρ (0))

ωnρn
≤ q + 1/2, q − 1/2 ≤ ‖Ṽ ‖((Bnρ/2(0)×R)∩Bn+1

ρ (0))
ωn( ρ2 )n ≤ q + 1/2 and

Eρ ≡ µρ+ ρ−n−2

∫
(Bn
ρ/2

(0)×R)∩Bn+1
ρ (0)

|xn+1|2 d‖Ṽ ‖ < ε0

then

Ṽ
(
Bρ/4(0)× R

)
∩Bn+1

ρ (0) =

q∑
j=1

|graphuj |

where uj ∈ C2,α(Bnρ/4(0)) for any α ∈ (0, 1), u1 ≤ u2 ≤ . . . ≤ uq and

sup
Bn
ρ/4

(0)

(
ρ−1|uj |+ |Duj |+ ρ|D2uj |

)
+ ρ1+α sup

x,y∈Bn
ρ/4

(0), x 6=y

|D2uj(x)−D2uj(y)|
|x− y|α

≤ C
√
Eρ

for some constant C = C(n, q, α,Γ) and each j ∈ {1, 2, . . . , q}.

We shall give the proofs of Theorem 4.2 and Theorem 4.3 in Section 4.4 below
after establishing some further necessary preliminary results. We point out next
how Theorem 4.1 follows from Theorem 4.2.

Proof of Theorem 4.1 assuming Theorem 4.2. By Theorem 4.2, part (iv) we have
that spt ‖V ‖ \ gen-reg V = ∅ if 2 ≤ n ≤ 6, spt ‖V ‖ \ gen-reg V is discrete if n = 7
and

dimH (spt ‖V ‖ \ gen-reg V ) ≤ n− 7

if n ≥ 8. By the definition of gen-reg V and Theorem 3.1 we have that for each

z ∈ gen-reg V , there is a ball Bδz (z) ⊂ N such that σ−1V Bδz (z) = V
(z)
0 + V

(z)
g

where V
(z)
0 is a possibly zero stationary (i.e. zero-mean curvature) n-varifold on

Bδz (z) with no singularities and constant even integer multiplicity and V zg =

|∂? (E ∩Bδz (z)) | with
(

spt ‖V zg ‖ \ gen-reg V
(z)
g

)
∩Bδz (z) = ∅ and mean curvature

H of the immersion gen-reg V
(z)
g satisfying H = gν where ν is the inward pointing

unit normal to ∂?E.
Now define varifolds V0, Vg on N \ (spt ‖V ‖ \ gen-reg V ) as follows: pick

any ϕ ∈ C0
c ((N \ (spt ‖V ‖ \ gen-reg V ))×G(n)). If sptϕ ⊂ Bδz (z) × G(n) for

some z ∈ gen-reg V , set V0(ϕ) = V
(z)
0 (ϕ) and Vg(ϕ) = V

(z)
g (ϕ), noting that

these definitions are independent of the choice of z. For an arbitrary function
ϕ ∈ C0

c ((N \ (spt ‖V ‖ \ gen-reg V ))×G(n)) , set V0(ϕ) =
∑
α∈I V0(ψαϕ) and

Vg(ϕ) =
∑
α∈I Vg(ψαϕ) where {ψα}α∈I is a smooth, locally finite partition of

unity subordinate to the collection of open sets{
{Bδz (z) : z ∈ gen-reg V }, N \ ∪z∈gen-reg VBδz (z)

}
,

where I is some indexing set. Since spt ‖V0‖ ⊂ spt ‖V ‖, spt ‖Vg‖ ⊂ spt ‖V ‖ and V
has locally bounded genralized mean curvature in N , it follows that V0, Vg have
Euclidean volume growth everywhere. Since Hn−1(spt ‖V ‖ \ gen-reg V ) = 0, it
then follows that V0 is stationary in N , and that Vg has genralized mean curvature
HVg in N , given on gen-reg Vg by HVg = gν. We thus have that V = V0 +Vg on N
with V0, Vg satisfying all of the requirements of the conclusion of the theorem.

Remark 4.1. It follows from [BelWic-2, Remark 1.22] that gen-reg Vg (where Vg
is as in Theorem 4.1) is the image of a C3,α immersion.
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As mentioned above, a key ingredient of the proofs of Theorem 4.2 and The-
orem 4.3 is Theorem 3.2. Though in its abstract form (given in Section 3.2)
Theorem 3.2 requires no stability hypothesis, in applying it to Theorem 4.2 and
Theorem 4.3 stability plays a key role. For instance, in the proof of Theorem 4.2,
we employ an inductive argument (inducting on multiplicity q) in which Theo-
rem 3.2 is applied to a limit (g, 0)-varifold V near a point where one of its tangent
cones is a multiplicity q hyperplane; the validity of hypotheses (b) and (c) of The-
orem 3.2 in this application is a consequence of the uniform Morse index bound
on the critical points uεj associated with V .

Of fundamental importance in verifying hypothesis (c) in this setting is the ex-
istence of generalized second fundamental form of V satisfying, locally near every
point, a stability inequality (inequality (6) below) as well as what we shall call the
Schoen–Tonegawa inequality (Lemma 4.3 below). These inequalities are respec-
tively the analogues of the classical stability inequality and the Schoen inequality
([SchSim81, Lemma 1]) that play a fundamental role in the regularity theory of
embedded stable minimal hypersurfaces ([SchSim81], [Wic14]). An important dis-
tinction between this classical setting and the present Allen–Cahn setting is that
for stable limit (g, 0)-varifolds both inequalities hold for ambient test functions,
with their ambient gradient (i.e. gradient on N) appearing where the intrinsic
gradient (i.e. gradient on V ) appears in the classical counterparts. Hence both
inequalities are weaker in the present setting (although of course on the C1 em-
bedded part the ambient version is equivalent to the intrinsic one). Moreover, in
the Allen–Cahn setting these inequalities are derived independently of each other
unlike in the classical setting in which the Schoen inequality is derived from the
stability inequality. These inequalities for the Allen–Cahn limit varifolds were
first established by Tonegawa ([Ton05-1]), under the assumption that the ambient
space is Euclidean and g = 0.

We next discuss adaptation of the arguments of [Ton05-1] to the Riemannian
ambient space (and for general g). While for the stability inequality this adapta-
tion is standard and has appeared in several places in the literature, the derivation
of the Schoen–Tonegawa inequality in the Riemannian setting is more subtle and
requires care, and the right choice of coordinates. We provide a complete account
of the latter in Lemma 4.3 below.

4.2 Stability inequality and the Schoen–Tonegawa inequal-
ity

Let g ∈ C1,1(N) with supN |∇g| ≤ Γ. In this subsection we assume no sign
condition on g. Let V be a stable limit (g, 0)-varifold on N , with associated
sequence εj → 0+, functions gεj ∈ C1,1(N) converging locally in C1,1 to g, and
associated sequence (uεj ) of critical points of Fεj ,σgεj . For each j, the function uj
satisfies the Euler–Lagrange equation

−εj∆uεj + ε−1
j W ′(uεj ) = gεj (1)

weakly on N. By elliptic regularity, uεj ∈ C3,α(N) for every α ∈ (0, 1), and the
equation (1) holds classically. Since uεj is stable, uεj additionally satisfies the
inequality ∫

N

εj |∇ϕ|2 + ε−1
j W ′′(uεj )ϕ

2 ≥ 0 (2)

for all ϕ ∈ C1
c (N).

We first outline the well-known derivation of the stability inequality on V
following [Ton05-1]. (See e.g. [Hie18] for details in the case of Riemannian ambient
space). Replacing ϕ in (2) with |∇uεj |ϕ (a valid choice by an approximation
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argument), and using in the resulting inequality the differentiated equation (1)
(i.e. −ε2

j∇∆uεj +W ′′(uεj )∇uεj = εj∇ g) and the Bochner identity

1

2
∆|∇uεj |2 = |∇2 uεj |2+ < ∇∆uεj ,∇uεj > +Ric

(
∇uεj ,∇uεj

)
,

we obtain ∫
N

(
Ric(∇uεj ,∇uεj ) + |∇2 uεj |2 − |∇|∇uεj ||2

)
εjϕ

2

≤
∫
N

|∇ϕ|2εj |∇uεj |2 +

∫
N

< ∇gεj ,∇uεj > ϕ2. (3)

Integrating by parts in the last term on the right, this leads to

∫
N

(
|∇2 uεj |2 − |∇|∇uεj ||2

)
εjϕ

2 ≤ c
∫
N

ϕ2εj |∇uεj |2 +

∫
N

|∇ϕ|2εj |∇uεj |2

−
∫
N

div
(
ϕ2∇gεj

)
uεj (4)

where c = c(N). This implies in the first instance that∫
Bρ0 (0)

B2
uεj
ϕ2εj |∇uεj |2 ≤ C sup

(
|ϕ|2 + |∇ϕ|2

)
(5)

for each ϕ ∈ C1
c (N), where C = C(N, g, ‖V ‖(sptϕ)). Here, for a C3 function u,

the non-negative function Bu is defined by

B2
u = |∇u|−2

(
|∇2 u|2 − |∇|∇u||2

)
on {|∇u| > 0} and Bu = 0 on {|∇u| = 0}. It follows from (5) (see also [Hie18]) that
the limit varifold V admits a (unique) generalized second fundamental form BV ,
and passing to the limit in (4) we obtain that V satisfies the following “ambient”
stability inequality:∫

N

|BV |2ϕ2d‖V ‖ ≤
∫
N

|∇ϕ|2d‖V ‖+ c

∫
N

ϕ2d‖V ‖ (6)

for all test functions ϕ ∈ C1
c (N) where ∇ is the ambient gradient (i.e. the gradient

on N), and where c = c(N,Γ).

Remark 4.2. Note that in the preceding argument we have used the hypotheses
gεj ∈ C1,1(N) and gεj → g in C1,1 to integrate by parts in the last term in
inequality (3) and to pass to the limit in inequality (4). These hypotheses will
also be used again in a similar way in deriving inequality (15) below, a key step in
the derivation of the Schoen–Tonegawa inequality (Lemma 4.3). Note also that in
passing to the limit in the last term in (4), we have used the fact that uεj → u∞
locally in L1, u∞ = ±1 a.e. in N and that {u∞ = 1} is a Caccioppoli set.

Remark 4.3. Although we do not need it here, we note that by integrating by
parts in the last term of (3) and passing to the limit as εj → 0+, we obtain the
following more precise ambient stability inequality:∫

N

(
Ric(ν, ν) + |BV |2

)
ϕ2d‖V ‖ ≤

∫
N

|∇ϕ|2d‖V ‖+ 2

∫
N∩∂?{u∞=1}

ϕ2DνgdHn

(7)
for all ϕ ∈ C1

c (N \ sing V ) , where ∇ is the gradient on N , and ν is the unit normal
to spt ‖V ‖ \ sing V which on ∂?{u∞ = 1} is “outward pointing” i.e. points away
from {u∞ = 1}.

26



We next derive the Schoen–Tonegawa inequality, i.e. the Riemannian analogue
of [Ton05-1, Theorem 4]. For an arbitrary point x ∈ N we consider in the first
instance normal coordinates centred at x, pulling back the Riemannian metric to
a ball Bn+1

injx(N)(0) ⊂ TxN via the exponential map. Fix any unit vector e ∈ TxN
and let P ⊂ TxN be the hyperplane e⊥. Now we consider a Fermi system of
coordinates centred at the disk P ∩Bn+1

3
4 injx(N)

(0). We will denote by {x1, . . . , xn+1}
this coordinate system. These coordinates are chosen so that {x1, . . . , xn, 0} agree
with the normal coordinates restricted to P ∩ Bn+1

3
4 injx(N)

(0); on the other hand,

the curve s ∈ (−σ, σ)→ (x1, . . . , xn, s) represents the geodesic orthogonal to P ∩
Bn+1

3
4 injx(N)

(0) at the point (x1, . . . , xn, 0), and σ > 0 is the semi-width of a tubular

neighbourhood of P ∩ Bn+1
3
4 injx(N)

(0). This coordinate system covers therefore an

open subset (a cylinder) in Bn+1
injx(N)(0) ⊂ TxN . Note that ∂xn+1

is a unit vector

field (for the Riemannian metric induced from N), that is determined (up to sign)
at x by the initial choice of e. Moreover, the coordinate chart has differential equal
to the identity at the point (0, . . . , 0) (which is mapped to x).

We shall henceforth write Bn = P ∩Bn+1
3
4 injx(N)

(0). The following lemma is the

Riemannian analogue of [Ton05-1, Proposition 4].

Lemma 4.1. Let x ∈ N and e ∈ TxN be an arbitrarily chosen unit vector and
fix the coordinate chart Bn × (−σ, σ) described in the previous discussion, with
(0, . . . , 0) mapped to x and with ∂xn+1 identified with e at 0. Let gε ∈ C1,1(N) and
uε : Bn × (−σ, σ) → R satisfy F ′ε,gε(uε) = 0 and F ′′ε,gε(uε) ≥ 0. Then we have
for any φ ∈ C∞c (Bn × (−σ, σ))∫

ε
(
|∇2uε|2 − |∇(∇uε · ∂n+1)|2 − |∇|∇uε − (∇uε · ∂n+1)∂n+1||2

)
φ2

≤
∫
ε(|∇uε|2 − (∇uε · ∂n+1)2)|∇φ|2 +

∫
φ2∇gε · (∇uε − (∇uε · ∂n+1)∂n+1)

+

∫
ε φ2RicN (∇uε,∇uε) +

∫
φ2E, (8)

where |E| ≤ CN ε |∇uε|2. Here ∇2uε denotes the Hessian (with respect to the
Levi–Civita connection), ∇uε and ∇gε are metric gradients and the norms and
scalar products are taken with respect to the Riemannian metric.

Remark 4.4. Recall that |∇2u|2 =
∑n+1
i=1

∑n+1
j=1 gabgcdu;acu;bd, where g stands for

the Riemannian metric tensor, u;ac = ∂2
acu − Γsac∂su and Γsac are the Christoffel

symbols for the Levi–Civita connection.

Proof. For notational ease we will write, within this proof, u, g instead of uε,
gε. Given φ ∈ C∞c (Bn × (−σ, σ)), we use the stability assumption

∫
ε |∇ϕ|2 +

W ′′(u)
ε ϕ2 ≥ 0 with the choice of test function ϕ = φ|∇u − (∇u · ∂n+1)∂n+1|. We

remark that the full justification of the argument would require the use of the test
function ϕ = φ

√
δ2 + |∇u|2 − (∇u · ∂n+1)2 for δ > 0, and then taking the limit

δ → 0 (as in the proof of [Ton05-1, Proposition 4]). With this understood, we will
set straight away δ = 0, to make notation and ideas more transparent. We recall
that ∂n+1 is a coordinate vector and has everywhere unit length. We get∫

ε φ2 |∇|∇u− (∇u · ∂n+1)∂n+1||2 +

∫
ε |∇φ|2

(
|∇u|2 − (∇u · ∂n+1)2

)
+

∫
2 ε φ |∇u− (∇u · ∂n+1)∂n+1| ∇φ · ∇|∇u− (∇u · ∂n+1)∂n+1|

+

∫
W ′′(u)

ε
φ2
(
|∇u|2 − (∇u · ∂n+1)2

)
≥ 0. (9)
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Differentiating the PDE ε∆u − W ′(u)
ε = −g we have ε∇∆u − W ′′(u)

ε ∇u = −∇g;
taking the scalar product on both sides with ∇u− (∇u · ∂n+1)∂n+1 we obtain

ε∇∆u (∇u− (∇u · ∂n+1)∂n+1) +∇g (∇u− (∇u · ∂n+1)∂n+1)

=
W ′′(u)

ε

(
|∇u|2 − (∇u · ∂n+1)2

)
. (10)

We substitute (10) in the last term of (9). Moreover we manipulate the third
term of (9) by using the identity f∇f = 1

2∇f
2 twice, and then performing an

integration by parts: this term then becomes −
∫
ε φ2∆ |∇u|

2−(∇u·∂n+1)2

2 . This
leads to∫

ε φ2 |∇|∇u− (∇u · ∂n+1)∂n+1||2 +

∫
ε |∇φ|2

(
|∇u|2 − (∇u · ∂n+1)2

)
−
∫
ε φ2∆

|∇u|2

2
+

∫
ε φ2∆

(∇u · ∂n+1)2

2
+

∫
ε φ2∇∆u · ∇u

−
∫
ε φ2(∇u · ∂n+1)∇∆u · ∂n+1 +

∫
φ2∇g (∇u− (∇u · ∂n+1)∂n+1) ≥ 0. (11)

Using the Bochner identity (for the third and fifth terms of (11)) we get∫
ε φ2 |∇|∇u− (∇u · ∂n+1)∂n+1||2 +

∫
ε |∇φ|2

(
|∇u|2 − (∇u · ∂n+1)2

)
−
∫
ε φ2|∇2u|2 −

∫
ε φ2RicN (∇u,∇u) +

∫
ε φ2∆

(∇u · ∂n+1)2

2

−
∫
ε φ2(∇u · ∂n+1)∇∆u · ∂n+1 +

∫
φ2∇g (∇u− (∇u · ∂n+1)∂n+1) ≥ 0. (12)

We will now focus on the sixth term in (12). Firstly, we compute the commutator
∇∆u · ∂n+1 −∆(∇u · ∂n+1) = ∇n+1(∆u) −∆(∇n+1u), where ∇j stands for the
covariant derivative along the (coordinate) vector field ∂j . Writing ∆ = g ij∇i∇j
(this is the expression of the rough Laplacian, which agrees with the Laplace-
Beltrami when applied to functions), and writing R for the curvature tensor, we
compute

∆(∇n+1u)−∇n+1(∆u) = g ij∇i∇j(∇n+1u)−∇n+1(g ij∇i∇ju)

=︸︷︷︸
g is parallel

g ij∇i∇j∇n+1u− g ij∇n+1∇i∇ju

= g ij∇i∇j∇n+1u− g ij∇i∇n+1∇ju+ g ijRai(n+1)j∇au

= g ij∇i∇j∇n+1u− g ij∇i∇j∇n+1u+ g ijRai(n+1)j∇au = g ijRai(n+1)j∇au.

We can thus replace ∇∆u ·∂n+1 (in the sixth term of (12)) with ∆(∇u ·∂n+1)+ Ẽ,

where |Ẽ| ≤ CN |∇u|. Working then on the fifth and sixth terms in (12), noting

that−
∫
ε φ2(∇u·∂n+1)∆(∇u·∂n+1) = −

∫
ε φ2∆ (∇u·∂n+1)2

2 +
∫
ε φ2|∇(∇u·∂n+1)|2,

we obtain∫
ε φ2 |∇|∇u− (∇u · ∂n+1)∂n+1||2 +

∫
ε |∇φ|2

(
|∇u|2 − (∇u · ∂n+1)2

)
−
∫
ε φ2|∇2u|2 −

∫
ε φ2RicN (∇u,∇u) +

∫
ε φ2|∇(∇u · ∂n+1)|2

−
∫
ε φ2Ẽ(∇u · ∂n+1) +

∫
φ2∇g (∇u− (∇u · ∂n+1)∂n+1) ≥ 0, (13)

from which (8) follows immediately.
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The next lemma provides the geometric significance of the integrand on the
left-hand-side of (8). Let p ∈ Bn × (−σ, σ) be such that ∇u(p) 6= 0. Choose a
normal system of coordinates (y1, . . . , yn+1) centred at p, with ∂yn+1 = ∂xn+1 at p
and ∇u ∈ span{∂yn , ∂yn+1

} at p. In analogy with the notation in [Ton05-1] we set

|B̃ε|2(p) =

n−1∑
i=1

n+1∑
j=1

|∂2
ijuε|2(p),

where the partial derivatives are computed with respect to the coordinates (y1, . . . , yn+1).

Then |B̃ε|2(p) is a well-defined function on (Bn × (−σ, σ)) \ {∇uε = 0} (it does
not depend on the choice at p of ∂yj for j ∈ {1, . . . , n− 1}).

Remark 4.5. In the sequel, |B̃ε|2 will always appear multiplied by |∇uε|2 and

integrated with respect to dHn+1 (Bn × (−σ, σ)). Therefore, we can view |B̃ε|2
as a summable function with respect to the measure |∇uε|2 dHn+1 (Bn×(−σ, σ))
(regardless of the fact that it is undefined where ∇uε = 0). In fact, later on, when

letting ε→ 0+ in (8), we will treat |B̃ε|2 and ε |∇uε|2 as a measure-function pair
(as in [Ton05-1]).

Lemma 4.2. We have, on (Bn × (−σ, σ)) \ {∇uε = 0},

|∇2uε|2 − |∇(∇uε · ∂n+1)|2 − |∇|∇uε − (∇uε · ∂n+1)∂n+1||2

= |∇uε|2|B̃ε|2 + Ẽ, (14)

where |Ẽ| ≤ CN |∇uε|2.

Proof. We write ν = ∇u
|∇u| in a neighbourhood of p and let {e1, . . . , en, en+1}

be a smooth orthonormal frame in a neighbourhood of p, chosen so that en+1

agrees with ∂n+1 in the neighbourhood and en is determined at p by the condition
ν ∈ span{en(p), en+1(p)}. We set νj = ν · ej , so that ν =

∑n+1
j=1 νjej . Then

|∇|∇uε − (∇uε · ∂n+1)∂n+1||2 =

∣∣∣∣∣∣∇
√√√√ n∑

j=1

ν2
j |∇uε|

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣
∑n
j=1 νj∇νj√∑n

j=1 ν
2
j

|∇uε|+

√√√√ n∑
j=1

ν2
j ∇|∇uε|

∣∣∣∣∣∣
2

.

Evaluating at p, at which νj = 0 for j ∈ {1, . . . , n− 1}, this expression becomes∣∣∣∣νn∇νn|νn|
|∇uε|+ |νn| ∇|∇uε|

∣∣∣∣2 = |(∇νn) |∇uε|+ νn∇|∇uε||2 .

This says (by writing ∇(∇uε · en) = ∇(|∇uε|νn))) that

|∇|∇uε − (∇uε · ∂n+1)∂n+1||2 (p) = |∇(∇uε · en)|2(p),

with the given choice of {e1, . . . , en, en+1}. Note that |∇(∇uε · en)|2(p) only de-
pends on the choice of the (unit) vector field en (rather than the whole frame).
We have thus obtained that, when evaluated at p, each of the two terms that are
substracted from |∇2uε|2 in (14) is of the form |∇(∇euε)|2(p), for a certain unit
vector field e.

We write such a unit vector field e in coordinates (around p) as e = ηi∂i. Then
∇(∇euε) = ∇(ηi∂iu) = gab∂b(ηi∂iu)∂a. If the coordinate frame is orthonormal at
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p, taking the norm we get (with all the terms evaluated at p)

|∇(∇euε)|2 =

n+1∑
a=1

(∂aη
i∂iu+ ηi∂2

aiu)2

=

n+1∑
a=1

[(∂aη
i)2(∂iu)2 + ∂a(ηi)2∂iu∂

2
aiu+ (ηi)2(∂2

aiu)2].

If the coordinate system is moreover chosen so that ∂n(p) = e(p) we obtain at p

|∇(∇euε)|2 =

n+1∑
a=1

(∂aη
i)2(∂iu)2 + 2 ∂aη

n ∂nu ∂
2
nnu+

n+1∑
a=1

(∂2
anu)2.

Finally, we note that if the coordinate system is chosen to be normal at p (with
coordinate frame orthonormal at p and with ∂n = e at p) we have (∂aη

n)(p) = 0.
This follows by expanding 0 = ∂a|e|2 = ∂a(gijηiηj) and using the vanishing of the
partial derivatives of gij at p, which gives 2gij ∂aηi ηj = 0. Evaluating at p, where
ηi = 0 for i 6= n and ηn = 1, we find (∂aη

n)(p) = 0. In conclusion, at p we have
the following equality:

|∇(∇euε)|2 =

n+1∑
a=1

(∂aη
i)2(∂iu)2 +

n+1∑
a=1

(∂2
anu)2

in normal coordinates at p chosen so that e(p) = ∂n(p). With the same argument
we get

|∇(∇en+1
uε)|2 =

n+1∑
a=1

(∂aη̃
i)2(∂iu)2 +

n+1∑
a=1

(∂2
a(n+1)u)2

in normal coordinates at p chosen so that en+1(p) = ∂n+1(p) (here η̃i denote the
coordinates of en+1). Recalling (see Remark 4.4) that, in normal coordinates at

p, we have |∇2uε|2 =
∑n+1
i,j=1(∂2

iju)2, the claim is proved.

We will now analyse the limiting behavior of (8) as ε = εj → 0+, under the
assumption that gεj → g locally in C1,1. We begin with the second term on the
right-hand-side of (8). Recall that uεj → u∞ in L1

loc(N) (up to a subsequence
that we keep implicit) and that u∞ ∈ BVloc(N) and takes values in {−1,+1}. By
direct computation, the second term on the right-hand-side of (8) is equal to∫

φ2∇gε · ∇uε −
∫
φ2(∇gε · ∂n+1)(∇uε · ∂n+1)

=

∫
φ2∇gε · ∇uε −

∫
φ2(∇gε · ∂n+1)div (uε · ∂n+1)

+

∫
φ2(∇gε · ∂n+1)uε div ∂n+1

= −
∫

div (φ2∇gε)uε +

∫
uε∇(φ2(∇gε · ∂n+1)) · ∂n+1

+

∫
φ2(∇gε · ∂n+1)uε div ∂n+1.

Setting ε = εj in this, we note that since gεj → g in C1,1
loc (N), in all of the terms

the function uεj is multiplied by an L∞-bounded function. Therefore the limit of
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the right side as εj → 0+ is

−
∫

div(φ2∇g)u∞ +

∫
u∞∇(φ2(∇g · ∂n+1)) · ∂n+1

+

∫
φ2(∇g · ∂n+1)u∞ div ∂n+1

=

∫
∂∗{u∞=+1}

φ2∇g · n̂+

∫
u∞div

(
φ2(∇g · ∂n+1)∂n+1

)
=

∫
∂∗{u∞=+1}

φ2∇g · n̂+

∫
∂∗{u∞=+1}

φ2(∇g · ∂n+1)∂n+1 · n̂

where ∂∗ denotes the reduced boundary and by n̂ the measure theoretic normal.
We have thus shown that

lim
εj→0+

∣∣∣∣∫ φ2∇gεj ·
(
∇uεj − (∇uεj · ∂n+1)∂n+1

)∣∣∣∣ ≤ Cg ∫ φ2d‖V ‖ (15)

where the constant Cg depends only on an upper bound on supN |∇ g|.
Remark 4.6. For the last two terms on the right-hand-side of (8), on the other
hand, it suffices to recall that εj |∇uεj |2dHn+1 → ‖V ‖, so that, the limit of these
two terms as εj → 0+ will be bounded from above by by CN

∫
φ2d‖V ‖. Similarly,

recalling Lemma 4.2, leaving
∫
ε |∇uε|2φ2|B̃ε|2 on the left-hand-side of (8) and

moving the term
∫
ε φ2Ẽ to the right-hand-side, we find that this latter term is

also controlled by CN
∫
φ2d‖V ‖ in the limit.

In view of (15) and of Remark 4.6, we can rewrite (8) as∫
εj |∇uεj |2φ2|B̃εj |2 ≤

∫
εj(|∇uεj |2 − (∇uεj · ∂n+1)2)|∇φ|2 + other terms (16)

and limεj→0+ |other terms| ≤ CN,g
∫
φ2d‖V ‖. The only terms that are left to deal

with, in taking the limit εj → 0+, are therefore
∫
εj |∇uεj |2φ2|B̃εj |2 and the first

term on the right-hand-side. The argument for these follows [Ton05-1] closely.
Using Lemma 4.2 we have, in the first instance (arguing similarly to [Ton05-1,

Proposition 5]) that the measure-function pairs (|B̃εj |, V εj ) satisfy a uniform L2

bound and therefore there exists a well-defined (subsequential) limit (|B̃|, V ),
where V is the varifold limit of V εj . Then arguing (pointwise) as in [Ton05-1,
Lemma 1] and using Lemma 4.2 again, it follows that there exists c = c(n) > 0

such that |BV |2 ≤ c(|B̃|2 + g2), where BV is the generalized second fundamental
form of V as in (6). For the first term on the right-hand-side of (16) we also argue
as in the (final line of the) proof of [Ton05-1, Proposition 5]. These arguments,
together with (15) and Remark 4.6, give the following:

Lemma 4.3 (Schoen–Tonegawa inequality). Let g ∈ C1,1(N) with supN |∇g| ≤
Γ, and let V be a stable limit (g, 0)-varifold on N . Let y ∈ N and let Bn×(−σ, σ) ⊂
TyN be a Fermi coordinate neighborhood as described in the paragraph preceding

Lemma 4.1. Let Ṽ be the pullback of V under this coordinate map. Then for any
φ ∈ C∞c (Bn × (−σ, σ)),∫

φ2|BṼ |
2d‖Ṽ ‖ ≤ c

∫
|∇φ|2(1− (ν̃ · ∂n+1)2)d‖Ṽ ‖+ C

∫
φ2d‖Ṽ ‖ (17)

where BṼ is the generalized second fundamental form of Ṽ , ν̃(x) is a choice of

unit normal to Tx Ṽ (which exists for ‖Ṽ ‖-a.e. x ∈ spt ‖Ṽ ‖), and the constants
c = c(N) and C = C(N,Γ); BṼ , ν̃ as well as the inner product · on the right had
side are all with respect to the pullback metric from N under the coordinate map.

31



4.3 Regularity of stable limit (g, 0)-varifolds, Part I: C1,α =⇒
C2

In this section we show that if g ∈ C1,1(N) with g > 0, and if a stable limit
(g, 0)-varifold V in some neighborhood of a point y is given by a union of ordered
C1,α graphs for some α ∈ (0, 1), then each of the graphs is of class C2 (and hence,
by elliptic regularity, is of class C3,α for any α ∈ (0, 1)); we in fact show that V
has quasi-embedded PMC(g, 0) structure near y (see Definition 8). This is the
content of Theorem 4.4 below.

The arguments we use to prove Theorem 4.4 are adapted from those in [BelWic-1]
and [BelWic-2]. The main difference between the present context and that of
[BelWic-1], [BelWic-2] is that here we must allow the full range of possibilities
of quasi-embedded PMC (g, 0) structure, rather than restricting the scalar mean
curvature to be prescribed by g everywhere on the regular part as in [BelWic-2].
As a consequence, 3-fold touching singularities are allowed here, as in the last pic-
ture in Figure 2, while only 2-fold touching singularities can arise in [BelWic-1],
[BelWic-2]. On the other hand, we point out that by using the stability of the
Allen–Cahn solutions uεj corresponding to V , we can in fact simplify parts of
the argument in [BelWic-1], [BelWic-2]: specifically, we will be able to obtain the
necessary W 2,2-estimates directly as a consequence of the local L2 summability
with respect to ‖V ‖ of the generalised second fundamental form of V (implied by
(6)).

Remark 4.7. In [BelWic-1, Section 7.4] the corresponding W 2,2 estimates re-
quire additional work (not aided by the stability assumption) since stability and
the Schoen–Tonegawa inequalities in [BelWic-1], [BelWic-2] are only assumed on
gen-reg V (where there is C2 regularity) and hence there is no a priori information
on the second fundamental form on approach to the part of the coincidence set
away from gen-reg V . In the absence of a hypothesis such as the Allen–Cahn ap-
proximation, validity of the stability and the Schoen–Tonegawa inequalities only
on gen-reg V is the natural stability assumption to make since, as in well known,
it is the most direct consequence of non-negativity of second variation (of the C2

immersed part of the varifold) with respect to the functional A−Volg where A is
the mass and Volg is the enclosed g-volume (see [BelWic-2]).

We begin by recalling that a smooth prescribed-mean-curvature hypersurface
of a Riemannian manifold is locally given by the image under the exponential
map of a graph of a function that solves a PDE (in Euclidean space) associated
with a quasilinear second order operator of mean curvature type. Indeed, if u :
Bnρ (x)→ R is C2 and if there exists a local system of normal coordinates centred
at p ∈ N defined on a neighborhood U ⊂ N such that Bnρ (x) × I ⊂ exp−1

p (U)
for some open interval I that contains [minu,maxu], and if the mean curvature
H of expp (graph(u)) satisfies |H| = g everywhere or H = 0 everywhere, then u
satisfies one of the following three PDEs: for any ζ ∈ C∞c (Bnρ (x))

−
∫
Fj(x, u,Du)Djζ +

∫
Fn+1(x, u,Du)ζ =


∫
g(x, u)ζ∫
−g(x, u)ζ

0
, (18)

where Fj(x, u,Du) =
(

∂
∂pj

F
)

((x, u), (Du,−1)) and F : exp−1
p (U)×Rn+1 → R is

as in [BelWic-2, Section 3] and [SchSim81], and satisfies conditions [SchSim81,
(1.2)-(1.5)]. The notation Dj stands for ∂

∂xj
for j ∈ {1, . . . , n}. Conditions

[SchSim81, (1.2)-(1.5)] guarantee in particular that DiFj forms a positive defi-
nite matrix, so that the above are (uniformly) elliptic quasilinear PDEs. The
function g appearing on the right-hand-side of the first two PDEs in (18) is the
C1,1 function in exp−1

p (U) obtained by composing the original g|U with expp,

32



and multiplying by the Riemannian volume element in normal coordinates (see
[BelWic-2, Section 3.1]); by abuse of notation, we denote the resulting function
by g. The PDEs in (18) are written in their weak formulation (with an implicit
summation over repeated indices); however they are satisfied in the strong sense
as well, since u is C2. The three PDEs in (18) correspond respectively to the
cases where expp(graph(u)) is a hypersurface with mean curvature gν, −gν and 0,
where ν is the unit normal that has positive scalar product with the (pushforward
via expp of the) upwards direction in the cylinder Bnρ (x) × I. For this reason,
when u satisfies the first, middle or the last of the PDEs in (18), we will say that
graph(u) is PMC with mean curvature g, or PMC with mean curvature −g or
minimal respectively.

The main result of this section is the following:

Theorem 4.4. Let g ∈ C1,1(N) be positive. Let y ∈ N be an arbitrary point,

O = Bn1 × R ⊂ Ty N ≈ Rn+1 and let V be the restriction to O of a varifold
obtained by applying an appropriate rescaling to the pull back of a (part of a)
stable limit (g, 0)-varifold V1 on N by the exponentinal map expy. Suppose that
V =

∑q
j=1 |graphuj |, where q ∈ N, uj : Bn1 → R are of class C1,α for some

α ∈ (0, 1) and u1 ≤ u2 ≤ . . . ≤ uq. Suppose further that the density Θ (‖V ‖, y) = q.
Then, for each j ∈ {1, . . . , q}, uj is of class C2,α and the scalar mean curvature of
graphuj with respect to the upward pointing unit normal is either zero everywhere
on graphuj, or is equal to g(x) for every x ∈ graphuj , or is equal to −g(x) for
every x ∈ graphuj. Moreover, spt ‖V ‖ is the union of the graphs of at most three
uj’s. More precisely:

(i) if q is even, then either all of the uj’s coincide and graphuj are minimal;
or graphu1 is PMC with mean curvature −g, graphuq is PMC with mean
curvature g and (if q ≥ 4) u2 = . . . = uq−1 with graphuj minimal for
2 ≤ j ≤ q − 1;

(ii) if q is odd, then either graphu1 is PMC with mean curvature −g and (if
q ≥ 3) u2 = . . . = uq with graphuj minimal for 2 ≤ j ≤ q; or graphuq is
PMC with mean curvature g and (if q ≥ 3) u1 = . . . = uq−1 with graphuj
minimal for 1 ≤ j ≤ q − 1.

Thus V1 has quasi-embedded PMC (g, 0) structure near y.

The strategy of the proof of Theorem 4.4 is to use the stability hypothesis and
Theorem 3.1 to show that each uj , which satisfies one of the above PDEs where
it is C2, must in fact be a weak solution (to one of the above PDEs) on the entire
domain. Once this is done, standard elliptic theory implies the conclusion. As a
preliminary step, we will need the following lemma.

Lemma 4.4 (Absence of `-fold touching singularities for ` ≥ 4). Let y ∈ N be
an arbitrary point, O = Bn1 × R ⊂ Ty N ≈ Rn+1 and let V be the varifold on

O obtained by applying an appropriate rescaling to the pull back of a (part of a)
limit (g, 0)-varifold on N by the exponentinal map expy. Suppose that V O =∑q
j=1 |graphuj |, where q ∈ N, uj : Bn1 → R are of class C1,α for some α ∈ (0, 1)

and u1 ≤ u2 ≤ . . . ≤ uq. Suppose further that there exists a point y ∈ spt ‖V ‖ ∩ O
such that density Θ (‖V ‖, y) = q and that if Θ(‖V ‖, x) ≤ q − 1 then there exists a
neighbourhood of x in O in which V has quasi-embedded PMC (g, 0) structure.

Then spt ‖V ‖ ∩ O = ∪q̃j=1graph ũj, where q̃ ∈ {1, 2, 3}, q̃ ≤ q, and ũj ∈
C1,α(Bn1 ). Moreover, if q̃ ≥ 2 then ũj ≤ ũj+1 on Bn1 for j ∈ {1, q̃ − 1}, and
there exists x ∈ Bn1 such that ũj(x) < ũj+1(x) for j ∈ {1, q̃ − 1}. (In other
words, spt ‖V ‖ ∩ O is the union of the graphs of at most three distinct ordered
C1,α functions and is embedded in some non-empty open cylinder Ω× R ⊂ O.)
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Proof. We note that the graph structure implies that Θ(‖V ‖, ·) is integer-valued
everywhere on spt ‖V ‖ (not just almost everywhere); the proof of this is as in
[BelWic-1, Lemma A.2]. Let π : O → B = Bn1 be the projection onto the first
factor and let C = π({x ∈ spt ‖V ‖∩O : Θ(x, ‖V ‖) = q}). The set C is closed in B.
If B \C = ∅, then uj = u1 for all j and spt ‖V ‖ is a single graph, so the conclusion
of the lemma holds with q̃ = 1. From now we therefore assume that B \ C 6= ∅.
We denote by U the subset of B \ C made up of points p such that spt ‖V ‖ is an
embedded hypersurface at all the points in π−1(p) ∩ spt ‖V ‖ = ∪qj=1{(p, uj(p))}
(there may be repeated points in the last expression). The set U is open and, by
the regularity assumption on points with density ≤ q−1, U is dense in B \C (the
set of non-embedded points with multiplicity ≤ q − 1 projects locally to a finite
union of submanifolds with dimension at most n−1). We define on U the function

Q̃ that assigns to p ∈ U the number of distinct points in the set π−1(p)∩ spt ‖V ‖.
By the embeddedness requirement that characterizes U , the function Q̃ is locally
constant on U . Clearly Q̃ ≤ q on U .

We claim, in a first instance, that Q̃ extends to a locally constant function
on B \ C. To see this, let a ∈ B \ C, a /∈ U . Then there exists at least a
point (and at most q/2 points) x ∈ π−1(a) ∩ spt ‖V ‖ at which spt ‖V ‖ is not
embedded; at such a point Θ(x, ‖V ‖) ≤ q − 1. By hypothesis, there exists a
neighbourhood Ox of x contained in O such that V Ox has one of the structures
(iii), (iv) or (v) in Definition 8. Denote by {x1, . . . xK} the distinct points in
π−1(a) ∩ spt ‖V ‖ at which spt ‖V ‖ is not embedded and by {xK+1, . . . xM} the
points in π−1(a)∩ spt ‖V ‖ at which spt ‖V ‖ is embedded. Let Ba be an open ball
contained in B such that spt ‖V ‖ (Ba × I) is the union of exactly M connected
sets. Note that M −K of these are embedded disks. From the characterization of
the structures (iii), (iv) or (v) we can check the following fact: Q̃(p) is an integer
independent of p ∈ Ba ∩ U (this follows by counting the distinct points in π−1(p)
for each of the five possible structures). Therefore, recalling that U is dense in

B \C, Q̃ extends (from U) to a locally constant integer-valued function on B \C,
proving our first claim.

We next define on each connected component Uc of U the functions u1, . . . uQ̃
such that uj < uj+1 for all j ∈ {1, . . . Q̃− 1} and such that spt ‖V ‖ ∩ (Uc × I) =

∪Q̃j=1graph(uj). (Note that u1 necessarily agrees with u1.) Let Bc be a connected

component of B \ C. By our first claim, Q̃ does not vary among the connected
components of U that lie in Bc. This implies that the functions u1, . . . uQ̃, initially

defined only on U∩Bc for a common Q̃, can be extended continuously from U∩Bc
to Bc giving rise to Q̃ ordered functions that we still denote by u1 ≤ . . . ≤ uQ̃.

Moreover, u1, . . . , uQ̃ are C2 on Bc by the characterization of the structures (iii),

(iv) or (v) of Definition 8. A priori, Q̃ may depend on Bc and we will focus
on a single connected component Bc. By the characterization of the structures
(iii), (iv) or (v), each graph(uk) is either PMC with mean curvature g on Bc, or
PMC with mean curvature −g on Bc, or is minimal on Bc. (These three options
correspond respectively to the fulfillment, by uk, of the three PDEs in (18).)

Our next claim is that Q̃ ≤ 3 on Bc. We let b ∈ U ∩ Bc and consider an
open ball D contained in Bc, centred at b and such that ∂D ∩ C is not empty.
Let p ∈ ∂D ∩ C, then all the uj extend continuously to p with the same value

(= u1(p) = . . . = uq(p)). If Q̃ ≥ 4 we find a contradiction to Hopf boundary point

lemma, as follows. If Q̃ ≥ 4 then there exist two indices j1 6= j2 for which uj1
and uj2 both solve the same of the three PDEs in (18). We let v = uj1 − uj2 and
compute, following a standard argument, the PDE satisfied by v and obtain, for
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any ζ ∈ C∞c (Bc)

−
∫

(aijDiv + biv)Djζ +

∫
(diDiv + cv) ζ =

{ ∫
f v ζ
0

, (19)

where

aij =

∫ 1

0

∂Fj
∂pi

(x, (1− s)u1 + su2, (1− s)Du1 + sDu2)ds,

and bi, c, di are similarly defined by integration of the composition of a smooth
function (depending on F or DF ) with (x, uj1 , Duj1 , uj2 , Duj2). As such, aij , bi,
c, di are in C0,α(Bc). The left-hand-side of (19) is the difference of the left-hand-
sides of (18) for uj1 and uj2 . The right-hand-side of (19) is similarly obtained
from the right-hand-sides of (18), an f is the integration of the composition of
a C0,1 function (depending on derivatives of g) with (x, uj1 , uj2) and therefore

f ∈ C0,1(Bc). The function aij is moreover symmetric in i, j (by the definition of
Fj in terms of ∂F

∂pj
, see (18) above) and aij form a positive definite matrix by the

conditions on F [SchSim81, (1.2)-(1.5)], so the PDEs in (19) are locally uniformly
elliptic. The first case in (19) arises when uj1 and uj2 either both solve the first
or both solve the second of the PDEs in (18), while the second case in (19) arises
when uj1 and uj2 both solve the third PDE in (18). Since v ∈ C2(Bc), the PDE is
satisfied in the strong sense. Recall that all the graph(uj) intersect tangentially at
the point (p, u1(p)), therefore v and Dv extends continuously to p with v(p) = 0,
Dv(p) = 0. Hopf boundary point lemma (see Remark 4.8 below), applied to either
of the two PDEs in (19), implies that v ≡ 0 on D, so uj1 = uj2 on D, contradicting

the initial definition of uj on U . We thus have Q̃ ≤ 3 on any connected component
Bc of B \ C.

We then set q̃ = maxB\C Q̃. Since we are working under the assumption
B \ C 6= ∅, we have q̃ ≥ 2. The functions u1 and uQ̃ (defined above on B \ C)

agree respectively with (the restrictions to B \ C of) u1 and uq. We set ũ1 = u1

and ũq̃ = uq on B. If q̃ = 2, then spt ‖V ‖ = graph(ũ1) ∪ graph(ũq̃) and all the
conclusions of the lemma are satisfied. The last case to consider is q̃ = 3. In this
case, we let ũ2 = u2 on the (non-empty) open set A given by the union of the

connected components of B \ C on which Q̃ = 3. The function ũ2 is C2(A) and
we extend it to B by setting it equal to ũ1 on B \A. The resulting function, still
denoted ũ2, is in C1,α(B): this only needs to be checked at points in C, since
ũ2 is C2 by construction on each connected components of B \ C. At point in C
the conclusion follows by recalling that all the uj ’s and their differentials agree
on C, and that each uj is in C1,α(B). By construction, there exists at least one
connected component of U on which u1 < u2 < u3, hence on the same non-empty
open set ũ1 < ũ2 < ũ3.

Remark 4.8. We have used the Hopf boundary point lemma in its version that is
valid regardless of the sign of the 0-th order term, since we know that v(p) = 0
(see the discussion that follows [GilTru, Theorem 3.5]). A more careful use of
Hopf boundary point lemma gives additional information on ũj1 and ũj2 , as we
will point out now. While not necessary for the conclusion of Lemma 4.4, this
will be used within the proof of Theorem 4.4 below. We assume that ũj1 ≤ ũj2
are C2 on a ball D, ũj1 6≡ ũj2 and that ũj and Dũj , for j ∈ {j1, j2}, extend
continuously to p ∈ ∂D with ũj1(p) = ũj2(p) and Dũj1(p) = Dũj2(p). We have
ruled out, in Lemma 4.4, the possibility that these two functions solve the same
PDE out of the three equations in (18). We now note, more precisely, that in
fact the only possibilities for the right-hand-sides

∫
hj(x, uj)ζ in (18) are those for

which hj1(x, ũj1) < hj2(x, ũj2). Here hj = g, hj = −g, or hj = 0 are the three
options for hj . This claim follows since if hj1(x, ũj1) ≥ hj2(x, ũj2) for some x then,
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since g > 0, hj1(x, ũj1) > hj2(x, ũj2) for all x, so by taking the difference of the
two PDEs gives for v = ũj1 − ũj2 ≤ 0

−
∫

(aijDiv + biv)Djζ +

∫
(diDiv + cv) ζ ≥ 0, (20)

whenever ζ ∈ C∞c (D) and ζ ≥ 0. Here the coefficients aij , bi, di, c are as in the
proof of Lemma 4.4. We have from (20) a contradiction to Hopf boundary point
lemma, because v(p) = 0, Dv(p) = 0 and v 6≡ 0 in D.

Remark 4.9. We are not (yet) ruling out the possibility that Q̃ in the proof of
Lemma 4.4 (i.e. the number of distinct graphs needed to describe spt ‖V ‖) may
change from one connected component of B \ C to another. This will be accom-
plished in the proof of Theorem 4.4 based on the fact that V is a limit (g, 0)-varifold
(using Theorem 3.1).

For the proof of Theorem 4.4 it is convenient to analyse the possible configu-
ration that can arise depending on the maximum value of distinct graphs needed
to describe spt ‖V ‖, i.e. the value of q̃ in Lemma 4.4. In the proof of Theorem
4.4 we directly make use of the assumption that V is a limit (g, 0)-varifold. This
assumption was absent in Lemma 4.4, although it should be kept in mind that this
lemma is used within an induction. To avoid confusion: the induction is carried
out on q, however the cases below are differentiated depending on q̃. For a fixed q,
only some of the cases analysed below can actually happen. After the case by case
analysis (on q̃) is complete, we will show that in any of the possible configurations
identified, one can extend the validity of the PDE of mean curvature type (i.e.
one of the equations in (18)) from the C2 portion of each graph, to the full C1,α

graph in the weak form.

Proof of Theorem 4.4. Let q̃ be as in Lemma 4.4. Then q̃ ≤ 3. Let C = π({x ∈
spt ‖V ‖ : Θ(x, ‖V ‖) = q}) where π : Bn1 × R → Bn1 is the orthogonal projection.
We consider the cases q̃ = 1, q̃ = 2 and q̃ = 3 separately.
q̃ = 1. In this case spt ‖V ‖ is a single C1,α graph, spt ‖V ‖ = graph(ũ1) =
graph(u1). Then we will show by means of [RogTon08]—see Theorem 3.1 above—
that it is either completely minimal, or completely PMC (the latter means that
graph(u1) has either mean curvature everywhere equal to g(x, u1), or has mean
curvature everywhere equal to −g(x, u1)). Indeed, the phases of u∞ can only be:

+1 on the supergraph of u1 and −1 on the subgraph;
−1 on the supergraph of u1 and +1 on the subgraph;
+1 on the supergraph of u1 and +1 on the subgraph;
−1 on the supergraph of u1 and −1 on the subgraph.

By Theorem 3.1, the third option is not possible for g > 0. In the first or second
case, we have again by Theorem 3.1 the following two facts. The multiplicity of V
is a.e. 1 on the graph and the generalized mean curvature takes almost everywhere
the value g, or almost everywhere the value −g, respectively in the first and second
case. The first fact implies that the multiplicity is everywhere 1, by the condition
that the generalized mean curvature is in Lp(‖V ‖) (so this case can only happen
for q = 1). Using this fact and elliptic theory we get that the graph is C2,α, with
mean curvature g or −g respectively. In the fourth case we get by Theorem 3.1
that the mean curvature is almost everywhere 0 and the multiplicity is an even
integer almost everywhere. Again, these fact imply that the graph is minimal (and
smooth) and carries a constant even multiplicity (therefore this case can only arise
for q even). If q̃ = 1, the proof of Theorem 4.4 is complete.

q̃ = 2. This means that spt ‖V ‖ = ∪2
j=1graph(ũj), with ũ1 ≤ ũ2 and ũ1 < ũ2 on

some nonempty open set. The set ũ1 = ũ2 is the set of points of multiplicity q and
away from it we have multiplicity ≤ q − 1 and (inductively) C2 regularity. The
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set ũ1 = ũ2 is the set C from Lemma 4.4 so we have that ũ1, ũ2 are C2 on B \ C
and on each connected component of B \ C the graph of ũj is either completely
minimal or completely PMC. We distinguish two cases:

(I) graph(ũ2) \ graph(ũ1) has some PMC C2 embedded connected component;
(II) graph(ũ2) \ graph(ũ1) has no PMC C2 embedded connected component.

We begin with (II). Then, by [RogTon08], graph(ũ2)\graph(ũ1) is minimal and has
even multiplicity, and moreover u∞ = −1 on the supergraph of ũ2 and u∞ = −1
on the set {(x, y) ∈ B × I : ũ1(x) < y < ũ2(x)}. By considering a ball D in an
arbitrary connected component of B\C, chosen so that a point on the boundary of
D belongs to C, we use Hopf boundary point lemma in D (see Remark 4.8) to rule
out the possibility that ũ1 is minimal on D, or PMC on D with mean curvature g.
The only possibility is therefore that ũ1 is PMC on D with mean curvature −g,
and therefore PMC on B \C with mean curvature −g. This also forces, again by
[RogTon08], that u∞ = +1 on the subgraph of ũ1 and multiplicity to be 1 at points
in graph(ũ1)\graph(ũ2). (We are thus in a case that can only occur when q is odd.)
We next check that the set graph(ũ1) ∩ graph(ũ2) has vanishing Hn-measure: if
that were not the case, then we would contradict [RogTon08], since almost every
point on graph(ũ1)∩ graph(ũ2) must lie in the interior of set {u∞ = −1}, against
our earlier conclusions that u∞ = +1 on the subgraph of ũ1 and u∞ = −1 on the
supergraph of ũ2. (Or, almost every point on graph(ũ1) ∩ graph(ũ2) must have
even multiplicity, against the conclusion that q is odd.)
We now consider case (I). Let Bc be a connected component of B \C on which the
graph of ũ2 is PMC. Then by considering a ball D in Bc chosen so that a point on
the boundary of D belongs to C, we use Hopf boundary point lemma (see Remark
4.8) to conclude that the mean curvature of graph(ũ2) on D is g (and not −g).
We therefore have that each connected components of graph(ũ2) \ graph(ũ1) is
either minimal or PMC with mean curvature g, and there is at least one PMC
component. By [RogTon08] u∞ = +1 on the supergraph of ũ2 and u∞ = −1
on the set {(x, y) ∈ B × I : ũ1(x) < y < ũ2(x)}. We check now that the set
graph(ũ1)∩graph(ũ2) has vanishingHn-measure. If that were not the case, then by
[RogTon08] we would have that almost every point on graph(ũ1)∩graph(ũ2) must
lie in the interior of set {u∞ = −1}, against our earlier conclusion. Moreover, by
using [RogTon08] in the same way, almost all points in graph(ũ1)\graph(ũ2) must
have multiplicity 1 and mean curvature equal to g. We thus conclude that each
connected components of graph(ũ2)\graph(ũ1) is PMC with mean curvature g. We
now consider any connected component of graph(ũ1) \ graph(ũ2). By using Hopf
boundary point lemma as before, we conclude that each such connected component
is either minimal or PMC with mean curvature −g. If one of them is minimal,
then (arguing as above by means of [RogTon08]) u∞ = −1 on the subgraph of ũ1

and this rules out the fact that any connected component of graph(ũ1)\graph(ũ2)
is PMC. In other words, either all connected components of graph(ũ1)\graph(ũ2)
are minimal, or they are all PMC with mean curvature −g.

In conclusion, for the case q̃ = 2 we have two C1,α-functions ũ1 ≤ ũ2, that
coincide on a set C with Hn(C) = 0, are C2 on B \ C and

exactly one of these possible configurations occurs:
graph(ũ1) \ graph(ũ2) is minimal with even multiplicity, graph(ũ2) \ graph(ũ1)

has mean curvature g and multiplicity 1;
graph(ũ1) \ graph(ũ2) has mean curvature −g and multiplicity 1, graph(ũ2) \

graph(ũ1) has mean curvature g;
graph(ũ1) \ graph(ũ2) has mean curvature −g and multiplicity 1, graph(ũ2) \

graph(ũ1) is minimal with even multiplicity.

q̃ = 3. This means that spt ‖V ‖ = ∪3
j=1graph(ũj), with ũ1 ≤ ũ2 ≤ ũ3 and ũ1 <

ũ2 < ũ3 on some nonempty open set. The set ũ1 = ũ2 = ũ3 is the set of points
of multiplicity q and away from it we have multiplicity ≤ q − 1 and (inductively)

37



C2 regularity. The set ũ1 = ũ2 = ũ3 is the set C from Lemma 4.4 so we have that
ũ1, ũ2, ũ3 are C2 on B \C and on each connected component of B \C the graph
of each ũj is either completely minimal or completely PMC.
We claim the following: ũ1 < ũ2 < ũ3 on an open subset of B whose comple-
ment has vanishing Hn measure; the graphs of ũ1, ũ2, ũ3 have, on this open set,
multiplicity respectively 1, q − 2 even, 1; the graphs of ũ1, ũ2, ũ3 are, on B \ C,
respectively PMC with mean curvature −g, minimal, PMC with mean curvature
g. (In particular, this case can only occur for q even and ≥ 4.)
For the proof of our claim, we consider Bc, a connected component of B \ C on
which ũ1 < ũ2 < ũ3 and a ball D in Bc chosen so that a point on the boundary
of D belongs to C. Using Hopf boundary point lemma in D as done in Remark
4.8 we obtain that, on Bc, the top graph has necessarily mean curvature g, the
bottom graph has mean curvature −g, the middle one is minimal. This forces (by
[RogTon08]) the fact that u∞ = +1 on the supergraph of ũ3 and on the subgraph
of ũ1, while u∞ = −1 on {(x, y) ∈ B × I : ũ1(x) < y < ũ3(x)}. Always by
[RogTon08], the minimal portions have even multiplicity and the PMC portions
have multiplicity 1. Additionally, we also obtain that the set Z of points where
two of the three graphs agree is a set of vanishing Hn-measure (for otherwise,
almost everywhere on this set we would have multiplicity higher than 1, hence
even because g > 0, and by [RogTon08] these points would have to belong to the
interior of {u∞ = −1}, against the previous conclusions). The C2 regularity on
Z \ C completes the proof of the claim.

In the remainder of this section we analyse the possible configurations of V
for q̃ ∈ {2, 3}. We will show that, for each configuration, each ũj is in C2(B) and
graphuj is either completely minimal, or completely PMC with mean curvature g,
or completely PMC with mean curvature −g. We consider ũj1 and ũj2 for j1 < j2
and let v = ũj2− ũj1 . Then v is a non-negative function and it is C2 on B \C. We
compute the PDE satisfied by v on B \ C, arguing as in Lemma 4.4 and keeping
in mind the possible configurations. We obtain, for all ζ ∈ C∞c (B \ C),

−
∫

(aijDiv + biv)Djζ +

∫
(diDiv + cv) ζ =


∫
g(x, uj2)ζ∫
g(x, uj1)ζ∫

(g(x, uj2) + g(x, uj1))ζ
, (21)

where aij , bi, c, di ∈ C0,α(B) ∩ C1(B \ C) and aij is symmetric and positive
definite. Which right-hand-side appears in (21) depends on the right-hand-side of
the PDEs for ũj1 and ũj2 in (18). The first corresponds to the case ũj1 minimal
and ũj2 PMC (with mean curvature g). The second corresponds to the case ũj2
minimal and ũj1 PMC (with mean curvature −g). The third corresponds to the
case in which ũj1 and ũj2 are PMC with mean curvature respectively −g and g.

We will next prove that the PDE (21) for v extends (in its weak form) to the
whole of B. Note that v ∈ C1,α(B) by assumption and v = 0 on C (v ≥ 0 on B)
and that the right-hand-side (in all three cases) is a C1,α function on B.

All possible cases are treated similarly and the third option in (21) corresponds
to the situation treated in [BelWic-2] (and in [BelWic-1] when g ≡ cnst). All cases
follow a similar argument, that we carry out here only in the case corresponding to
the first option in (21). Recall, from our conclusions on the possible configurations
when q̃ ∈ {2, 3}, that Hn(C) = 0.

We note, first of all, that inequality (6) provides an interior L2-bound on
|D2ũj | on B \ C, i.e. for each ball Br = Br(0) ⊂ B with r ∈ (0, 1), we have that∫
Br\C |Dũj |

2 ≤ c̃, where c̃ depends on supBr |Duj |, supBr |Dg| and r. This is

because the generalized second fundamental form appearing in (6) agrees with the
classical second fundamental form on gen-regV , and thus it bounds from above the
second derivatives of ũj on Br\C in terms of supBr |Duj |. Thus ũj ∈W 2,2(Br\C)
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and hence v ∈ W 2,2(Br \ C) for every r ∈ (0, 1). Moreover, Dv ∈ C0,α(B) and
Dv = 0 on C, with Dv ∈ C1(B \C). Using now [BelWic-1, Lemma C.1] we obtain
that Dv ∈W 1,2

loc (B). We then adapt the argument in [BelWic-1, Section 7.5]. We
consider the function f = aijDiv+ biv on B; f ∈ C0,α(B)∩C1(B \C), with f = 0
on C (since v and Dv vanish there). Recalling the structure of aij and bi, we find

that Df is in L1(Br \ C) since v ∈ W 2,2
loc (B). Applying again [BelWic-1, Lemma

C.1] we conclude that f ∈ W 1,1
loc (B), with distributional derivative given by the

L1 function equal to Df on B \C and 0 on C. Using this fact, and recalling that
the PDE for v is satisfied strongly on B \ C, we compute, for ζ ∈ C∞c (B):

−
∫
B

(aijDiv + biv)Djζ + (diDiv + cv) ζ =

∫
B

Dj (aijDiv + biv)︸ ︷︷ ︸
f

ζ + (diDiv + cv) ζ

=

∫
B\C

Dj (aijDiv + biv) ζ + (diDiv + cv) ζ

=

∫
B\C

g(x, ũj2)ζ =

∫
B

g(x, ũj2)ζ, (22)

where we used (in the last equality) the fact that Hn(C) = 0. Equality (22) says
that the weak PDE for v is valid on the whole of B.

With the knowledge that the (weak) PDEs for ũj2 − ũj1 extend from B \C to
B, we are now ready to prove that ũj ∈ C2(B) for j ∈ {1, 2, 3}. We will do so for
the case q̃ = 3 (thus with q even); the case q̃ = 2 can be treated analogously (and is
more straightforward). We point out that the functions Fj in (18) for j ∈ {1, . . . n}
are odd in the third variable: this follows by recalling that F (x, ν) is even in ν
(since F is the integrand of the area functional). The first variation formula for V
gives (recalling that spt ‖V ‖ = |graph(u1)|+ (q− 2)|graph(u2)|+ |graph(u3)| with
q even, in the case q̃ = 3), for any ζ ∈ C∞c (B)

3∑
j=1

q̃j

(
−
∫
B

Fj(x, ũj , Dũj)Djζ +

∫
Fn+1(x, ũj , Dũj)ζ

)
=

∫
B

(g(x, ũ3)− g(x, ũ1)) ζ, (23)

with q̃1 = q̃3 = 1, q̃2 = q − 2 with q even. We rewrite (23) as follows

q

[∫
B

−Fj(x, ũ1, Dũ1)Djζ + Fn+1(x, ũ1, Dũ1)ζ

]
+(q − 2)

[∫
B

−Fj(x, ũ2, Dũ2)Djζ + Fn+1(x, ũ2, Dũ2)ζ

]
−(q − 2)

[∫
B

−Fj(x, ũ1, Dũ1)Djζ + Fn+1(x, ũ1, Dũ1)ζ

]
+

[∫
B

−Fj(x, ũ3, Dũ3)Djζ + Fn+1(x, ũ3, Dũ3)ζ

]
−
[∫

B

−Fj(x, ũ1, Dũ1)Djζ + Fn+1(x, ũ1, Dũ1)ζ

]
=

∫
B

(g(x, ũ3)− g(x, ũ1)) ζ.

In the second and third square brackets we recognise (in their weak form) the
left-hand-sides of the PDEs for v21 = ũ2 − ũ1 and v31 = ũ3 − ũ1; we obtained
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above (see (22)) the validity of these PDEs on B, so we obtain

q

[∫
B

−Fj(x, ũ1, Dũ1)Djζ + Fn+1(x, ũ1, Dũ1)ζ

]
+(q − 2)

∫
B

g(x, ũ1)ζ +

∫
B

(g(x, ũ3) + g(x, ũ1))ζ

=

∫
B

(g(x, ũ3)− g(x, ũ1)) ζ,

which implies that (for every ζ ∈ C∞c (B))∫
B

−Fj(x, ũ1, Dũ1)Djζ + Fn+1(x, ũ1, Dũ1)ζ = −
∫
B

g(x, ũ1)ζ. (24)

Similarly we can prove (using the PDEs for v32 = ũ3− ũ2 and v31 = ũ3− ũ1) that
for every ζ ∈ C∞c (B)∫

B

−Fj(x, ũ3, Dũ3)Djζ + Fn+1(x, ũ3, Dũ3)ζ =

∫
B

g(x, ũ3)ζ. (25)

By standard elliptic theory the fulfilment (in weak sense) of the PDEs (24) and
(25) implies that ũ1 and ũ3 are C2 and solve these PDEs strongly. These facts,
together with (23), also imply that ũ2 is C2 and solves

Dj (Fj(x, ũ2, Dũ2)) + Fn+1(x, ũ2, Dũ2) = 0

on B. This completes the proof of Theorem 4.4.

4.4 Regularity of stable limit (g, 0)-varifolds, Part II: proofs
of Theorem 4.2 and Theorem 4.3

Proof of Theorem 4.2. Let the hypotheses be as in the theorem, so that g ∈
C1,1(N), g > 0 and V is a limit (g, 0)-varifold on N with associated sequences
(εj) ⊂ R with εj → 0+, (gj) ⊂ C1,1(N) with gj → g locally in C1,1 and

(uεj ) ⊂ W 1,2
loc (N) with uεj a critical point of Fεj ,σgj such that the Morse in-

dex of uεj with respect to Fεj ,σgj is ≤ I for some fixed integer I ∈ N independent
of j. We first state and prove the following:

Claim 1: for each y ∈ N , there exists ρy ∈ (0, injy N) and a (sub)sequence

u(`) = uεj` , ` = 1, 2, 3, . . . such that for each δ ∈ (0, ρy) and all sufficiently large `

(depending on δ) we have that u(`) is stable in Nρy (y) \ Nδ(y).

To prove Claim 1, it is convenient to proceed by first establishing the following
assertion:

Claim 2: Let y ∈ N and let k be an integer ≥ 1. The following implication holds:

∃ ρ > 0 and a (sub)sequence u(`) = uεj` , ` = 1, 2, . . . , such that ∀ δ ∈ (0, ρ) and ∀ `

sufficiently large (depending on δ), the Morse index of u(`) in Nρ(y) \ Nδ(y) is

≤ k
=⇒

∃ ρ′ ∈ (0, ρ) and a subsequence (u(`′)) of (u(`)) such that ∀ δ ∈ (0, ρ′) and ∀ `′

sufficiently large (depending on δ), the Morse index of u(`′) in Nρ′(y) \ Nδ(y) is

≤ k − 1.

If this implication is false for some k, then there are a number ρ > 0 and
a subsequence u(`) = uεj` of (uεj ) for which the hypothesis of the implication
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holds and yet the conclusion fails, allowing us to find sequences ρm → 0+ and
δm → 0+ with 0 < ρm+1 < δm < ρm < ρ for each m, and a subsequence (u(`′)) of
(u(`)) (arrived at by a diagonal sequence argument) such that for each m and all
sufficiently large `′ (depending on m), the Morse index of u(`′) in Nρm(y)\Nδm(y)
is ≥ k. Since by hypothesis of the implication we have that for each m and
sufficiently large `′ the Morse index of u(`′) in Nρ(y) \ Nδm(y) is ≤ k, it follows

that for each m and sufficiently large `′ the Morse index of u(`′) in Nρ(y)\Nρm(y)
is zero. This says in particular that (a stronger form of) the conclusion of the
implication holds. Claim 2 is thus established.

To deduce Claim 1, we may assume I ≥ 1 (since if I = 0 then Claim 1 holds
trivially) and apply Claim 2 iteratively, starting with any ρ > 0, k = I and with
the full sequence (uεj ) in place of (u(`)). After I iterations we arrive at Claim 1.

Now fix an arbitrary point y ∈ spt ‖V ‖ and let ρy > 0 and u(`) be as given
by Claim 1. Then for any δ ∈ (0, ρy) and all sufficiently large `, u(`) is stable

in Nρy (y) \ Nδ(y) and hence inequality (5) holds with u(`) in place of uεj and

ϕ ∈ C1
c (Nρy (y) \ N δ(y)). We may therefore argue as in the proof of ([TonWic12,

Proposition 3.2]) to show that, if δ ∈ (0, ρy/8), there exists a set Σy,δ ⊂ spt ‖V ‖∩(
Nρy/2(y) \ N2δ(y)

)
with dimH (Σy,δ) ≤ n− 2 such that no tangent cone to V at

any point y ∈ spt ‖V ‖∩
(
Nρy/2(y) \ N2δ(y)

)
\Σy,δ can be supported on a union of

three or more half-hyperplanes meeting along a single (n−1)-dimensional subspace.
Since we can choose δ arbitrarily small, and y ∈ spt ‖V ‖ is arbitrary, we conclude
that there is a set Σ ⊂ spt ‖V ‖ with dimH (Σ) ≤ n−2 such that no tangent cone to
V at any point in spt ‖V ‖ \Σ can be supported on three or more half-hyperplanes
meeting along a single (n− 1)-dimensional subspace. By the definition of classical
singularity, this immediately implies that V has no classical singularities anywhere.
This is conclusion (i) of the theorem.

To see conclusion (ii), let y ∈ spt ‖V ‖ be any point and let C be any tangent
cone to σ−1V at y. Then

η0,σi # (exp−1
Y )#(σ−1V )→ C (26)

as varifolds on Ty N ≈ Rn+1 for some sequence of positive numbers σi → 0.
Since σ−1V is an integral varifold with locally bounded generalised mean cur-
vature, we have that C is a stationary integral hypercone. Passing to a subse-
quence of {εj} without relabelling, we may assume that ε̃i = σ−1

i εi → 0. Letting
ũε̃i(X) = uεi(expy(σiX)), we see by the reasoning as in ([TonWic12, p. 200]) with
obvious modifications, that C is the limit varifold associated with the sequence
(ũε̃i) in the same way that the limit varifold V is associated with the sequence
(uεi). Hence by the argument as in conclusion (i), we see that C has no classical
singularities, proving the first assertion of conclusion (ii). To see the second asser-
tion of conclusion (ii), i.e. that reg C is stable, let ϕ̃ ∈ C1

c (Rn+1 \ {0}) and choose
δ > 0 such that ϕ̃ ≡ 0 on Bn+1

δ (0). Letting ρy, u(`) = uεj` be as given by Claim
1, and (σi) be the sequence for which (26) holds, note that by Claim 1 for each
fixed i with σiδ < ρy and each sufficiently large ` (depending on i), u(`) is stable

in Nρy (y) \ Nσiδ(y). Hence for such `, inequality (4) holds with ϕ̃(σ−1
i exp−1

y (·))
in place ϕ and u(`) in place of uεj . Now choose a subsequence (u(`i)) of (u(`)) so

that for each i, u(`i) is stable in Nρy (y) \Nσiδ(y) and εi = σ−1
i εj`i → 0 as i→∞.

Letting uεi(X) ≡ uεj`i (expy(σiX)) and writing inequality (4) in terms of uεi and

in local co-ordinates X ∈ Rn induced by the diffeomorphism X 7→ expY (σiX),
and letting i→∞, we deduce (in the same way that (6) is derived from (4)) that
C has a generalised second fundamental form BC satisfying∫

Rn+1

|BC|2ϕ̃2d‖C‖ ≤
∫
Rn+1

|∇Rn+1

ϕ̃|2d‖C‖
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where ∇Rn+1

is the gradient on Rn+1. Now given any ϕ ∈ C1
c (reg C) (where reg C

is C2 is the embedded part of C), we may take ϕ̃ in the above inequality to be
a compactly supported extension of ϕ to Rn+1 \ {0} which in a neighborhood of
sptϕ is constant in the normal direction to reg C. From this we deduce, using also
the fact that the multiplicity of C is constant on every connected component of
reg C, the usual stability inequality∫

reg C

|BC|2ϕ2dHn ≤
∫

reg C

|∇Cϕ|2 dHn

for all ϕ ∈ C1
c (reg C), where BC is the (classical) second fundamental form of

reg C and ∇C denotes the gradient on reg C. This is the second assertion of part
(ii).

We next prove conclusion (iii). If a tangent cone C to σ−1V at a point y ∈
spt ‖V ‖ is supported on a hyperplane P , then there is a positive integer q such that
C = q|P |. For each positive integer q, let Rq(V ) be the set of points y ∈ spt ‖V ‖
such that one tangent cone to σ−1V at y is q|P | for some hyperplane P. We wish
to show by arguing by induction on q that Rq(V ) ⊂ gen-reg V for all q ≥ 1, which
is the assertion in conclusion (iii). If q = 1, this is true by Allard’s regularity
theorem ([All72, Theorem 8.19]) and standard elliptic regularity theory. Fix an
integer q ≥ 2 and suppose that the following induction hypothesis holds:

(∗) Rq′(V ) ⊂ gen-reg V for any q′ ∈ {1, 2, . . . , q − 1}.
Let y ∈ Rq(V ) and let ρy be as given by Claim 1. We first wish to apply Theo-
rem 3.2 with V = {σ−1V Nρy/4(y)} and U

σ−1V Nρy/4(y)
= Nρy/4(y). By Theo-

rem 3.1 and conclusion (i), V satisfies hypotheses (a), (b) of Theorem 3.2, so we
only need to verify condition (c) of Theorem 3.2, i.e. that V ′ = σ−1V Nρy/4(y)
(taken with UV ′ = Nρy/4(y)) satisfies the (q, β)-separation property (as in Defini-
tion 3) for some β ∈ (0, 1). If fact, we shall take

β = (K + 1)−1ε

where ε, K be the constants as in Theorem 3.3 taken with any p > n and with ρ0 =
ρy/2, Λ = 1

2ρy supN |g|, λ = c and λ = C where c, C are as in Lemma 4.3 (taken
with Γ = supN |g| + supN |∇g|). With this choice of β, let X ∈ Nρy/4(y), ρ ∈
(0,min {1, injX(N),dist (X, ∂Nρy/4(y))}) and Q : Rn+1 → Rn+1 be an orthogonal
rotation such that, writing

Ṽ =
(
Q ◦ exp−1

X

)
#
V ′

(
NinjXN (X) ∩Nρy/4(y)

)
,

the conditions (i)-(v) of Definition 3 are satisfied; in particular, it is assumed that
for some Y ∈ Bnρ/2(0)× {0} ⊂ Rn+1 ≈ TX N and τ ∈ (0, ρ/2],

Θ (‖V ′‖, ξ) < q for each ξ ∈ expX(Bnτ (Y )× R). (27)

We need to show that the conclusion of the implication in Definition 3 holds,
namely, that

ηY,τ #Ṽ ((Bn1/4(0)× R) ∩Bn+1
1 (0)) =

q∑
j=1

|graphuj | (28)

for some uj ∈ C2(Bn1/4(0)), j = 1, 2, . . . , q, with u1 ≤ u2 ≤ . . . ≤ uq.
It suffices of course to establish (28) with (1−δ)τ in place of τ where δ ∈ (0, 1/2)

is arbitrary. We shall do this by employing Theorem 3.3, taken with arbitrary
p > n, ρ0 = ρy/2, X0 = y, Λ = 1

2ρy supN |g|, ρ = τ , and with expX(Y ) in place of
X and σ−1V Nρy/2(y) in place of V . It follows from Theorem 3.1 that hypothesis
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(a) of Theorem 3.3 holds with these choices. To check that hypothesis (b) of The-
orem 3.3 holds with these choices, note that in view of (27) and the induction hy-
pothesis (∗), if a tangent cone to σ−1V at a point Z ∈ spt ‖V ‖∩N(1−δ)τ (expX(Y ))
is supported on a hyperplane then Z ∈ gen-reg σ−1V. Hence if 2 ≤ n ≤ 6,
it follows from conclusion (ii) (of the present theorem) and Theorem 3.4 that
sing V N(1−δ)τ (expX(Y )) = ∅, and if n ≥ 7, it follows from conclusion (ii), The-
orem 3.4 and Lemma 3.1 that dimH (sing V N(1−δ)τ (expX(Y )) ≤ n − 7. Thus
hypothesis (b) of Theorem 3.3 holds. Finally, to check that hypothesis (c) of The-
orem 3.3 is satisfied, note that y 6∈ Nτ (expX(Y )) since Θ (‖V ‖, y) = q and hence
we can invoke Claim 1 with δτ in place of δ to infer that V N(1−δ)τ (expX(Y ))
is a stable limit (g, 0)-varifold on N(1−δ)τ (expX(Y )). Consequently, Lemma 4.3

yields hypothesis (c) of Theorem 3.3 with λ = c and λ = C, where c and C are
the constants as in Lemma 4.3. Hence it follows from Theorem 3.3 that (28) holds
(first with (1 − δ)τ) in place of τ and hence also in the limit δ → 0+), i.e. that
V ′ satisfies the (q, β)-separation property for the above choice of β. This verifies
hypothesis (c) of Theorem 3.2.

We may therefore choose a hyperplane P such that q|P | is a tangent cone to
V at y and apply Theorem 3.2 to see that in an appropriately small neighborhood
around the origin, the varifold

(
exp−1

y

)
#
V is given as the sum of the multiplicity 1

varifolds associated with graphs of C1,α functions u1 ≤ u2 ≤ . . . ≤ uq defined over
a ball B ⊂ P. Since for any δ ∈ (0, ρy) Claim 1 implies that V

(
Nρy (y) \ N δ(y)

)
is a stable limit (g, 0)-varifold, it follows from Theorem 4.4 that for each j, the
function uj is of class C2 in B \ {0} and solves one of the equations in (18). It is
then straightforward to see that uj is a weak solution to the same equation on B,
and hence by elliptic regularity that uj ∈ C2 for each j. Thus y ∈ gen-reg V , and
this completes the proof of conclusion (iii).

Conclusion (iv) in case 2 ≤ n ≤ 6 follows readily from conclusion (iii), con-
clusion (ii) and Lemma 3.4. When n ≥ 7 we see from conclusion (iii), conclusion
(ii), Lemma 3.4 and Lemma 3.1 that dimH (sing V ) ≤ n − 7, giving in partic-
ular conclusion (iv) in dimensions n ≥ 8. If n = 7, conclusion (iv) makes the
stronger assertion that sing V must be discrete. This follows by a standard ar-
gument which goes as follows: if this is false then there are points z, zk ∈ sing V
for k = 1, 2, 3, . . . with zk 6= z and zk → z as k → ∞. Rescaling (exp−1

z )# V
about the origin (in Tz N ≈ R8) by the sequence ρk = | exp−1

z (zk)| produces, af-
ter passing to a subsequence, a tangent cone C = limk→∞ η0,ρk # (exp−1

z )# V. By
conclusion (ii) and Lemma 3.4, we have that sing C ⊂ {0} (in fact sing C = {0}
in view of conclusion (iii)). By Claim 1, for each sufficiently large k the varifold
Vk ≡ V (N2ρk(z)\Nρk/4(z)) is a stable limit (g, 0)-varifold in N2ρk(z)\Nρk/4(z).

Since dimH (sing Vk) = 0, η0,ρk # (exp−1
z )# Vk → C (Bn+1

2 (0) \Bn+1
1/4 (0)) as vari-

folds and C (Bn+1
2 (0)\Bn+1

1/4 (0)) is regular, we can apply Theorem 3.3 to conclude

that spt ‖V ‖ ∩
(
N3ρk/2(z) \ Nρk/2(z)

)
⊂ gen-regV , contrary to the the fact that

zk ∈ sing V. Hence sing V must be discrete if n = 7, and the proofs of conclusion
(iv) and the theorem are complete.

Proof of Theorem 4.3. Let V be the collection of all stable limit (g, 0)-varifolds
on N over all g ∈ C1,1(N) such that supN |g| + supN |∇g| ≤ Γ. By Theo-
rem 4.2, part(i), no tangent cone to a varifolds in V is supported on three or more
half-hyperplanes meeting along a common (n− 1)-dimensional subspace.

First consider part (ii) of Theorem 4.3. To establish this, we appeal to The-
orem 3.2, proceeding as in the argument of Theorem 4.2, part (iii) but now
also keeping track of the estimate provided by Theorem 3.2. (Thus we do not
need a priori the regularity provided by Theorem 4.2, part (iv)). To begin

with, note that if y ∈ N , injy N ≥ ρ, ρ ∈ (0, injy N), and if Ṽ is any varifold
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on Bn+1
ρ (0) ⊂ Ty N ≈ Rn+1 such that Ṽ =

(
Q ◦ exp−1

y

)
#
V Nρ(y) for some

V ∈ V and orthogonal rotation Q : Rn+1 → Rn+1, then ĤṼ ≤ supN |g|, where

ĤṼ = |HV ◦Q ◦ expy |. Hence, for Eσ as in Theorem 4.3, we have that the excess

Êσ as in Theorem 3.2 satisfies

Êσ ≤
∫

(Bn
1/2

(0)×R)∩Bn+1
1 (0)

|xn+1|2 d‖η0,σ#Ṽ ‖+ (1 + sup
N
|g|)σ ≤ Eσ

provided that (in the definition of Eσ) we choose µ ≥ 1 + Γ (≥ 1 + supN |g|).
First consider the case q = 1. In this case, subject also to the rest of the

hypotheses in part (ii), we have the validity of the assertion in part (ii) by the
Allard regularity theorem and the C2,α Schauder theory for uniformly elliptic
equations.

Now let q ≥ 2, and assume by induction that part (ii) is valid with q′ in place of
q for any q′ ∈ {1, 2, . . . , q− 1}. By arguing exactly as in the proof of Theorem 4.2,
part (iii), taking: (a) V = V with UV = N for each V ∈ V; (b) this induction
hypothesis in place of the induction hypothesis (∗) therein; (c) ρ in place of ρy
and (d) δ = 0, we see (by employing Theorem 3.2 and Theorem 3.3 as in that
argument) that part (ii) of the current theorem holds, in the first instance, with
C1,α functions uj , j = 1, 2, . . . q. By Theorem 4.4 we see that these uj are in fact
of class C2,α. Finally, the desired C2,α estimate in part (ii) follows from standard
Schauder estimates.

For part (i), note that by Theorem 4.2 we have that any varifold in Ṽ has
quasi-embedded PMC(g, 0) structure locally away from a closed set of Hausdorff
dimension at most n − 7. The assertion of part (i) now follows from the slicing
argument of [SchSim81, pp. 785–787] (the first part of the proof of [SchSim81,
Theorem 2]), taking the just established conclusion (ii) in place of [SchSim81,
Theorem 1].

5 A min-max construction of Allen–Cahn solu-
tions

For notational convenience, we will work, in Sections 5 and 6, with the func-
tional Fε = Fε,g given by

Fε, g(u) =

∫
N

ε
|∇u|2

2
+

∫
N

W (u)

ε
−
∫
N

g u

rather than with Fε, σg(u). This means that, given g > 0 in C1,1(N), we will
establish the existence of a quasi-embedded immersed hypersurface with mean
curvature g

σν. This is of course equivalent to proving Theorem 1.1 for g > 0,
g ∈ C1,1(N). Recall that W : R → [0,∞) is a fixed double-well potential, i.e. a
non-negative function of class C2 having precisely two non-degenerate minima at
±1 with values W (±1) = 0 and we require that c ≤W ′′(t) ≤ C for some constant
C, c > 0 and all t ∈ R \ [−2, 2].

In this section we will choose two functions aε and bε as valley points for the
functional Fε and prove that the class of continuous paths in W 1,2(N) that joins
aε to bε satifies a suitable “wall condition” (mountain pass condition) to produce
minmax critical points. The functions aε and bε converge uniformly on N as ε→ 0
respectively to the constants −1 and +1. The value of the functional at −1 and
+1 is respectively Fε(−1) =

∫
N
g and Fε(+1) = −

∫
N
g. We will consider in the

next lemma affine subspaces of the form

Πδ =

{
u ∈W 1,2(N) :

∫
N

g u = −
∫
N

g + δ

}
.
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In Proposition 5.1 we will see that an affine subspace of this type provides a suitable
“wall” for a mountain pass construction. We first introduce some one-dimensional
profiles that play a role in the forthcoming arguments.

One-dimensional profiles - single transition. We denote by H : R → R the
monotonically increasing solution to the Allen–Cahn ODE u′′ −W ′(u) = 0 such
that limr→±∞H(r) = ±1, with H(0) = 0. (If we choose W so that it agrees with

the standard potential W̃ (t) = (1−t2)2

4 on [−2, 2], then we have H(r) = tanh
(
r√
2

)
;

note that since tanh(·) ∈ [−1, 1], modifying W̃ outside the interval [−2, 2] so
as to arrange quadratic growth for W—as is needed here—does not affect this
solution.) For any given ε > 0, the rescaled function Hε(r) = H

(
r
ε

)
solves the ODE

εu′′−W ′(u)
ε = 0. We will need a truncated version H of H in our construction: this

approximate solution is set to be constant (±1) away from [−6| log ε |, 6| log ε |].
This is convenient for the construction of an “Allen–Cahn approximation” of a
hypersurface, i.e. a function on N that takes on large sets the values ±1 and
presents a single transition between these two values along the hypersurface in
question, and such that its Allen–Cahn energy Eε approximates the area of the
hypersurface. Similar truncations have often been used in the literature and we
refer to [Bel] for further details. For Λ = 3| log ε | define

H(r) = χ(Λ−1r − 1)H(r)± (1− χ(Λ−1|r| − 1)),

where +1 or −1 is chosen respectively on r > 0, r < 0 and χ is a smooth bump
function that is +1 on (−1, 1) and has support equal to [−2, 2]. With this defini-
tion, H = H on (−Λ,Λ), H = −1 on (−∞,−2Λ], H = +1 on [2Λ,∞). Moreover

the function H satisfies ‖H′′ −W ′(H)‖C2(R) ≤ C ε3, for C > 0 independent of ε.

(Note also that H′′ −W ′(H) = 0 away from (−2Λ,−Λ) ∪ (Λ, 2Λ).)

For ε < 1, we rescale these truncated solutions and let Hε(·) = H
( ·
ε

)
. Note

that Hε solves ‖ ε
(
Hε
)′′
− W ′(Hε)

ε ‖C2(R) ≤ C ε2 and ε
(
Hε
)′′
− W ′(Hε)

ε = 0 on

(− εΛ, εΛ), Hε = +1 on (2 εΛ,∞), Hε = −1 on (−∞,−2 εΛ).

Using these facts and recalling that Eε(Hε) = 2σ we get Eε(H
ε
) = 2σ +O(ε2).

(The function O(ε2) is bounded by Cε2 for all ε sufficiently small, with C inde-
pendent of ε.)

Lemma 5.1. There exists δ ∈ (0, 2
∫
N
g) such that the following is true. For any

εj → 0 there exists δj → δ such that

lim inf
j→∞

(
inf

u∈Πδj

Fεj (u)

)
>

∫
N

g
(
= Fεj (−1) ≥ Fεj (+1)

)
.

Proof. Within this proof we will write IA for the characteristic function of A, and
|A| for Hn+1(A). Pick a point z where g achieves its maximum gM and consider
a geodesic ball B centred at z and such that g > gM/2 on B. Then IB − IN\B
can be approximated by a function vε, for every ε small enough, as follows. For
each sufficiently small ε (we prescribe 120 ε | log ε | to be smaller than the radius

of B) the function vε is defined to be Hε ◦ dist∂B , where dist∂B is the signed
distance function to ∂B, taken to be positive inside B. The distance function
is Lipschitz on N and satisfies |∇dist∂B | = 1; this permits to compute Eε(vε)
using the coarea formula (with slicing function given by dist∂B) and the estimate

on Eε(H
ε
) given before the statement of the lemma, to obtain that Eε(vε) =

2σHn(∂B)+O(ε | log ε |).1 We thus have 1
2σ Eε(vε)→ H

n(∂B) and vε
L1

→ IB−IN\B .

1We will carry out more subtle computations in the same spirit in Section 6.

45



Then
∫
N
gvε converges, as ε → 0, to

∫
N
g(IB − IN\B) = −

∫
N
g + 2

∫
B
g. We set

δB = 2
∫
B
g, therefore

∫
N
gvε → −

∫
N
g + δB and |B|gM ≤ δB ≤ 2|B|gM . We will

prove that for a sufficiently small choice of B (if g > gM/2 is true on a ball centred
at z, it is true on any ball centred at z and contained in the first), the Lemma
holds with δ = δB and with δj =

∫
N
gvεj +

∫
N
g (for an arbitrary given sequence

εj → 0). The choice of δj is made to ensure vεj ∈ Πδj , and δj → δ.
Note that, for each εj ,

inf
u∈Πδj

Fεj (u) =

(
inf

u∈Πδj

Eεj (u)

)
− δj +

∫
N

g

and the minimizing sequences are the same for infu∈Πδj
Fεj (u) and for infu∈Πδj

Eεj (u)

(because the two functionals differ by the constant −δj +
∫
N
g on Πδj ). Since

Eε(vε) → 2σHn(∂B) as ε → 0 and vεj ∈ Πδj by construction, we can see that
there exists an upper bound for infu∈Πδj

Fεj (u) (and for infu∈Πδj
Eεj (u)) that is

independent of j. Since Eε ≥ 0, we also have a lower bound for infu∈Πδj
Fεj (u)

independently of j.
Pick uj such that Fεj (uj)− infu∈Πδj

Fεj (u) converges to 0 (as j →∞). Then

Fεj (uj) is uniformly bounded above and therefore so is Eεj (uj). The latter condi-
tion guarantees, thanks to a standard argument ([HutTon00], [ModMor77]) that
we now recall, that uj converges in L1 to a BV function u∞ that takes only the
values ±1.

The uniform bound on Eεj and the fact that W (x) ≥ κ(x − 1)2, for some
κ > 0 and for x ≥ 2, imply that ‖uj‖L2 is uniformly bounded. Set Φ(s) =∫ s

0

√
W (s̃)

2 ds̃ and σ =
∫ 1

−1

√
W (s)

2 ds (so that Φ(±1) = ±σ/2) and let wj = Φ(uj).

Then ‖wj‖BV (N) is uniformly bounded (with
∫
N
|∇wj | ≤ Eε(uj)

2 ) and therefore
by the BV compactness theorem, upon passing to a subsequence that we do not
relabel, there exists w∞ ∈ BV (N) such that wj → w∞ in L1(N) and

∫
N
|Dw∞| ≤

lim infj→∞
∫
N
|Dwj |. In particular wj → w∞ a.e., so that uj = Φ−1(wj) →

u∞ := Φ−1(w∞) a.e. The uniform bound on Eεj and Fatou’s lemma imply that∫
N
W (u∞) ≤ lim infj→∞

∫
N
W (uj) = 0, from which it follows that u∞ = ±1 a.e.

Then 2
σw∞ = u∞ ∈ BV (N).

The convergence wj
L1

→ w∞ implies in particular that wj → w∞ in measure.
Since Φ−1 is uniformly continuous, for any s > 0 we can choose s̃ > 0 such
that |wj − w∞| ≤ s̃ implies |uj − u∞| ≤ s. Therefore for every s > 0 we have

|{|uj − u∞| ≥ s}| → 0, i.e. uj → u∞ in measure. We can then prove uj
L1

→ u∞ as
follows.

∫
N

|uj − u∞| =
∫
{|uj−u∞|≥s}

|uj − u∞|+
∫
{|uj−u∞|<s}

|uj − u∞| ≤

≤
∫
{|uj−u∞|≥s}

|uj |+
∫
{|uj−u∞|≥s}

|u∞|+
∫
N

s ≤

≤ |{|uj − u∞| ≥ s}|1/2
(∫

N

|uj |2
)1/2

+ |{|uj − u∞| ≥ s}|+ s|N |

and all three terms go to 0 as s→ 0.

Since uj ∈ Πδj we conclude that
∫
N
g u∞ = −

∫
N
g + δ. As u∞ = ±1 a.e. and

is BV , we must have that there exists a set D ⊂ N with finite perimeter such
that ID − IN\D = u∞ and

∫
D
g =

∫
B
g. This implies that |D| ≥ 1

2 |B| (by the
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choice of B). Denoting by wj the average of wj and recalling the Sobolev–Poincaré
inequality we have:

Eε(uj)
2

≥
∫
N

|∇wj | =
∫
N

|∇(wj − wj)| ≥ CSP
(∫

N

|wj − wj)|
n+1
n

) n
n+1

.

By Fatou’s lemma (and the L1 and a.e. convergence wj → w∞ = ID−IN\D, which

also gives wj → 1
|N | (2|D| − |N |)), we get(∫

N

∣∣∣∣2ID − 2|D|
|N |

∣∣∣∣n+1
n

) n
n+1

≤ lim inf
j→∞

(∫
N

|wj − wj)|
n+1
n

) n
n+1

.

Computing the left-hand-side (giving up the integral over N \D) we get(
2− 2|D|

|N |

)
|D|

n
n+1 ≤ 1

2CSP
lim inf
j→∞

Eε(uj). (29)

Assume that the conclusion of the lemma fails for a certain δ (i.e. for a certain
choice of B). In other words, we assume that for some εj → 0 we have (for the

choice of δj specified above) lim infj→∞

(
infu∈Πδj

Fεj (u)
)
≤
∫
N
g. This means

that there exists a subsequence (not relabeled) εj → 0 such that (for uj chosen
above) limj→∞ Fεj (uj) ≤

∫
N
g. Then∫

N

g ≥ lim inf
j→∞

Fεj (uj) = lim inf
j→∞

Eεj (uj) +

∫
N

g − δ, i.e.

lim inf
j→∞

Eεj (uj) ≤ δ. (30)

Recalling |D| ≥ 1
2 |B| and gM |B| ≤ δ ≤ 2gM |B|, (29) and (30) give that δ

n
n+1 . δ,

a contradiction if B is chosen small enough (to make δ suitably small).

Choice of valley points aε and bε. There exist two functions aε and bε on N that
solve F ′ε = 0 with −1 < aε < −1 + ε c and bε > +1 and aε → −1 bε → +1
uniformly on N as ε → 0, where c > 0 depends on W and on the maximum of
g. To see this, consider the constant −1 and evaluate −F ′ε(−1) = ε∆(−1) −
W ′(−1)

ε + g = g > 0. For the constant (−1 + c ε) on the other hand we have

−F ′ε(−1 + c ε) = −W
′(−1+c ε)

ε + g. Recall that W ′(−1 + c ε) ≈ cCW ε (W is
quadratic around −1); choosing c sufficiently large (depending only on W and g)
we can ensure that g < cCW , and therefore that −F ′ε(−1 + c ε) < 0. Therefore,
by considering the negative gradient flow of Fε with initial condition given by the
constant −1, we obtain a (stable) solution aε to F ′ε = 0 that lies between −1 and
−1+c ε (the latter acts as an upper barrier by the maximum principle). Similarly,

computing −F ′ε(+1) = g > 0 and −F ′ε(1 + c ε) = −W
′(1+c ε)
ε + g < 0, we obtain

that there is a (stable) solution bε to F ′ε = 0 that lies between 1 and 1 + c ε and
we can obtain bε via negative gradient flow of Fε with initial condition given by
the constant +1. We will use the functions aε and bε as valley points for the class
of admissible paths.

Proposition 5.1 (Existence of a mountain pass solution). For ε > 0 let Γ denote
the collection of all continuous paths γ : [−1, 1]→W 1,2(N) such that γ(−1) = aε
and γ(1) = bε. Then there exists ε0 > 0 such that for each ε < ε0

inf
γ∈Γ

sup
u∈γ([−1,1])

Fε(u) = βε

is a critical value, i.e. there exists uε ∈W 1,2(N) that is a critical point of Fε with
Fε(uε) = βε; moreover, uε has Morse index ≤ 1.
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Proof. (i) We show that βε > Fε(aε) and βε > Fε(bε). By the choice of aε and
bε, we have Fε(aε) < Fε(−1) =

∫
N
g and Fε(bε) < Fε(+1) = −

∫
N
g, so it will

suffice to prove that for all sufficiently small ε we have βε >
∫
N
g. Observe that∫

N
aεg < −

∫
N
g + c ε |N |‖g‖L∞ and

∫
N
bε >

∫
N
g. The choice of δ ∈ (0,

∫
N
g) in

Lemma 5.1 can be made independently of ε, in particular δ > c ε |N |‖g‖L∞ for ε
sufficiently small. Then the continuity of u →

∫
N
u in W 1,2(N) guarantees that

any continuous path joining aεj to bεj must cross Πδj (for j large enough), thus
ensuring the mountain pass condition.
(ii) We show that the Palais–Smale condition is satisfied (at fixed ε) on Fε-bounded
sequences, i.e. that for any sequence {um}∞m=1 such that Fε(um) is uniformly
bounded in m and such that F ′ε(um) → 0 (as elements of the dual of W 1,2(N))
there exists a subsequence of um converging strongly in W 1,2(N). Note that for
|u| ≥ 2 we have W (u)−gu ≥ κu2−‖g‖∞|u| for some κ > 0 and thus for |u| ≥ Cg,W
we have W (u) − gu ≥ κ

2u
2. Therefore the assumption Fε(um) ≤ K implies

that ‖∇um‖L2(N) ≤ K
ε and that ‖um‖L2(N) ≤ CW,g,K . Rellich-Kondrachov the-

orem provides a subsequence (not relabeled) that converges weakly in W 1,2(N)

to a function u. Recall that F ′ε(um)(ψ) =
∫
N
ε∇um∇ψ + W ′(um)

ε ψ − gψ. By
the L2-convergence of um to u and the fact that W ′ is linear at ±∞ we ob-

tain that W ′(um)→ W ′(u) in L2. Using the weak convergence um
W 1,2

⇀ u we get
limm→∞ F ′ε(um)(ψ) = F ′ε(u)(ψ). On the other hand, the assumption on F ′ε(um)
gives F ′ε(u)(ψ) = 0, i.e. u is a critical point of Fε. The boundedness of um− u in
W 1,2 gives that F ′ε(um)(um−u)→ 0 and therefore F ′ε(um)(um−u)−F ′ε(u)(um−
u) =

∫
N
ε |∇(um − u)|2 +

∫
N

1
ε (W ′(um) −W ′(u))(um − u) −

∫
N
g(um − u) → 0.

The second and third integrals go to 0 by the strong L2-convergence um → u,
therefore

∫
N
|∇(um − u)|2 → 0, concluding that um → u in W 1,2 (strongly).

(iii) The proposition now follows from standard minmax theory since the class of
continuous paths γ : [−1, 1] → W 1,2(N) such that γ(−1) = aε and γ(1) = bε is
invariant under the flow induced by the negative gradient of Fε (see e.g. [Str] or
[Gho]).

What is left to do is to make sure that the energy Eε(uε) associated to the
mountain pass solution provided by Proposition 5.1 stays uniformly (in ε) bounded
above and away from zero. This will guarantee that, as ε → 0 (subsequentially),
the energy distribution of uε gives rise to a non-trivial varifold (with finite mass).
In Lemma 5.2 we discuss the upper bound. The lower bound (Lemma 5.3) will be
immediate from Lemma 5.1.

Lemma 5.2. There exist ε0 > 0 and K > 0 such that supN |uε| + Eε(uε) ≤ K
for every ε < ε0, where uε is as in Proposition 5.1.

Proof. Step 1. We produce, for every ε sufficiently small, a continuous path joining
v1 to v2 and such that the maximum of Fε on the path is attained with a value that
is bounded above independently of ε. There is a fairly standard way to do this by
using a sweepout via level sets of a Morse function, see e.g. [Gua18]. For fixed ε, to
each level set Σ one associates a W 1,2 function fΣ on N such that the Allen–Cahn
energy Eε(fΣ) is approximately 2σHn(Σ) (the difference is an infinitesimal of ε).2

Using this procedure, the sweepout (that is, the one-parameter family of level sets)
induces a continuous path in W 1,2(N), that joins −1 to +1 (see [Gua18, Section

2The function fΣ is constructed such that Σ is its nodal set and such that the profile of the function
in the normal direction to Σ is given by Hε. More precisely, fΣ is the composition of Hε with the
signed distance function to Σ. The possible singularities in Σ are isolated and have an explicit structure
(thanks to the Morse condition), which permits to handle them in elementary fashion ([Gua18, Section
9.6]). We do not give further details here, since in Section 6 we will carry out (explicitly) subtler
constructions of this kind: we will need to handle a singular set of unknown structure and implement
other operations that are not present in the construction just sketched.

48



7.4]). One then modifies this path so that it joins aε to bε (remaining continuous):
to this end, it suffices to compose with two short paths at the endpoints, one
joining aε to −1 (through constant functions) and one joining +1 to bε (through
constant functions). We denote the resulting path by t → ut ∈ W 1,2(N), for
t ∈ [−1, 1]. The upper bound on the measure of the level sets of the Morse
function then implies an upper bound on Eε(ut), independently of ε. In order to
infer from this an upper bound on Fε(ut) (independent of ε) we note that the
term

∫
N
gut = Eε(ut) − Fε(ut) is bounded above and below independently of ε,

because ut is bounded between −1 and 1 by construction. The bound on the path
just discussed then implies a uniform upper bound for Fε(uε), independently of
ε, by the minmax characterization of uε.
Step 2. A critical point uε ∈ W 1,2(N) of Fε solves the weak formulation of the

semilinear elliptic PDE ε∆u − W ′(u)
ε = −g. By elliptic theory uε is C2,α. Note

(arguing as we did when we chose aε and bε) that any constant smaller than or
equal to −1 is a lower barrier and any constant larger than 1 + c ε is an upper
barrier. The maximum principle therefore implies that any solution of the PDE
(in particular uε) is bounded between −1 and 1 + c ε, which gives an L∞ bound
‖uε‖L∞(N) ≤ 2 uniformly in ε.
Step 3. Since Eε(uε) ≤ Fε(uε) + |N |‖g‖∞‖uε‖∞, we conclude from steps 1 and 2
a uniform upper bound for Eε(uε).

Lemma 5.3. There exist ε0 > 0 and L > 0 such that Eε(uε) ≥ L for every ε < ε0,
where uε is as in Proposition 5.1.

Proof. We have lim infε→0 βε >
∫
N
g by definition of βε = Fε(uε) and by Lemma

5.1. Then Eε(uε) = βε+
∫
N
guε and we have (see the proof of step 2 in Lemma 5.2)

that uε > −1, so
∫
N
guε ≥ −

∫
N
g. Then we conclude that lim infε→0 Eε(uε) >

0.

6 Proof of the existence theorem for positive g ∈
C1,1

Remark 6.1. Recall that, given g > 0, g ∈ C1,1(N), we will prove the existence
conclusion of Theorem 1.1 with g

σ in place of g, because (for notational conve-
nience) we work with the functional Fε,g (rather than with Fε,σg, which would
lead to the existence conclusion with mean curvature g). To make notation lighter,
in this section we will denote by Fε the functional Fε,g.

First part of the proof of Theorem 1.1. If there exists a sequence εj → 0+ such
that the min-max critical points uεj given by Proposition 5.1 taken with ε = εj
have the property that uεj → u∞ in L1(N) and u∞ is not identically −1, then
Theorem 4.1 implies that ∂{u∞ = +1} is a closed hypersurface that is quasi-
embedded away from a possible singular set Σ of Hausdorff dimension ≤ n − 7
and with mean curvature given on ∂{u∞ = +1} \Σ by g

σν, where ν is the inward
pointing normal to {u∞ = +1}. In particular, ∂{u∞ = +1} is, away from Σ,
the image of a two-sided C2 immersion, with unit normal ν and mean curvature
g
σν. Theorem 1.1 is thus proved in the case in which u∞ 6≡ −1 for some sequence
(uεj ).

In order to establish Theorem 1.1 for g ∈ C1,1(N) with g > 0, we only need
to address the case in which u∞ ≡ −1 for every convergent subsequence of every
sequence of min-max critical points uεj generated by Proposition 5.1. In fact, to
complete the proof, it will suffice to consider a single such convergent sequence
(uεj ) for which u∞ ≡ −1. By possibly passing to a subsequence, we may also
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assume that V εj → V as varifolds, with V a stationary integral n-varifold on N .
By Theorem 4.1 V is, away from a singular set sing V of Hausdorff dimension
≤ n − 7 (with sing V empty if 2 ≤ n ≤ 6 and finite if n = 7), an embedded,
smooth minimal hypersurface M with locally constant even multiplicity. We will
write M for the closure of M ; note that M coincides with spt ‖V ‖, M = reg V
and sing V = M \M . Recall that we have, in this situation, that

lim
j→∞

1

2σ
Fεj (uεj ) = ‖V ‖(N) +

1

2σ

∫
N

g ≥ 2Hn(M) +
1

2σ

∫
N

g.

In the forthcoming sections, our goal will be to prove the following:

Proposition 6.1. Let uεj be as in the preceding paragraph. Then there exist
vεj : N → R that solve F ′εj (vεj ) = 0 and F ′′εj (vεj ) ≥ 0 (i.e. stable critical points
of Fεj ) with lim infεj→0 Eεj (vεj ) > 0 and lim supεj→0 Eεj (vεj ) < ∞; moreover,

there exists a (fixed) non-empty open set that is contained in {vεj > 3
4} for all εj.

Second (final) part of the proof of Theorem 1.1, assuming Proposition 6.1. Let uεj
be as in the paragraph preceding Proposition 6.1 and let vεj be the functions given
by Proposition 6.1. Owing to the condition that {vεj > 3

4} contains a fixed non-
empty open set, we obtain that any (subsequential) L1-limit v∞ of vεj equals +1
on this open set. In view of the upper and lower bounds on Eεj (vεj ) and stability
of vεj , we can apply Theorem 4.1 to any subsequential limit of the sequence of as-
sociated varifolds V vεj . We obtain that the multiplicity-1 varifold associated with
the reduced boundary of {v∞ = +1} is non-trivial and provides the prescribed-
mean-curvature hypersurface needed to complete the proof of Theorem 1.1.

The proof of Proposition 6.1 will be achieved, in the forthcoming sections,
by exploiting the minmax characterisation of uε and the geometric fact that a
minimal hypersurface with multiplicity 2 is not a stationary point for the geometric
functional A−Vol g

σ
, when viewed as an immersion from its double cover: the term

A measures the hypersurface area and the term Vol g
σ

is the enclosed g
σ -volume,

which is
∫
E
g
σ when the hypersurface in question is the reduced boundary of a

Caccioppoli set E ⊂ N . (See [BelWic-2] for the more general definition that
applies also to the case in which the hypersurface is not a boundary. This is
the natural functional whose critical points are hypersurfaces with scalar mean
curvature prescribed by g

σ .) More specifically, we will proceed as follows. Recall
that, under the hypotheses of Proposition 6.1, we have a sequence uεj of min-max
critical points whose associated varifolds converge to a minimal hypersurface M
endowed with locally constant even multiplicity, and lim supεj→0

1
2σFεj (uεj ) ≥

2Hn(M) + 1
2σ

∫
N
g. We will exhibit, for all sufficiently small ε = εj , a continuous

path γ : [−1, 1] → W 1,2(N) with γ(−1) = aε, with the second endpoint γ(+1) a
stable solution to F ′ε = 0, and with an energy bound Fε(γ(t)) ≤ 2(2σ)Hn(M)−
cM +

∫
N
g for all t ∈ [−1, 1] and for some cM > 0 independent of ε (cM will

depend only on M ⊂ N). Then the minmax characterisation of uε will imply that
the second endpoint γ(+1) is a function vε that cannot be bε. Owing to the way
in which we will construct the path, vε will satisfy the remaining conditions in
Proposition 6.1.

6.1 Preliminaries

One-dimensional profiles - double transition. The profiles Hε introduced in
Section 5 will be needed to write “Allen–Cahn approximations” of multiplicity-
1 hypersurfaces. (Recall that Λ is a shorthand notation for 3| log ε |.) In order
to deal with multiplicity-2 portions, instead, we define, for ε > 0, the function
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Ψ : R→ R

Ψ(r) =

{
Hε(r + 2 εΛ) r ≤ 0

Hε(−r + 2 εΛ) r > 0
. (31)

(This function is smooth, since all derivatives of Hε vanish at ±2 εΛ.) We have
Eε(Ψ) = 2(2σ) + O(ε2). Additionally, we will need a continuous family of one-
dimensional profiles that will be employed to replicate, for functions, the geomet-
ric operation of continuously changing the weight of a hypersurface; in a similar
spirit, this family will also be used to produce Allen–Cahn approximations of
hypersurfaces-with-boundary endowed with multiplicity 2. In view of this we de-
fine, for t ∈ [0,∞):

Ψt(r) :=

{
Hε(r + 2 εΛ− t) r ≤ 0

Hε(−r + 2 εΛ− t) r > 0
. (32)

Note that Ψ0 = Ψ and Ψt ≡ −1 for t ≥ 4 εΛ. For t ∈ (0, 4 εΛ) the function Ψt

is equal to −1 on the set {r ∈ R : |r| ≥ 4 εΛ − t}. For each t the function Ψt is
even and Lipschitz (and smooth away from 0). The energy Eε(Ψt) is decreasing

in t: indeed we have Eε(Ψt) = Eε(Ψ)−
∫ t
−t ε |Ψ

′|2 + W (Ψ)
ε .

Distance to M . Let M be as in the beginning of Section 6 (just before the
statement of Proposition 6.1). We denote by dM : N → R the Lipschitz function
dM (x) = dist(x,M), where dist is the Riemannian distance. By Hopf–Rinow
theorem, dM (x) is always realized by at least one geodesic from x to a point in
M ; in our case, the endpoint of such a geodesic will always belong to M , see
[Bel, Lemma 3.1]. We let ω ∈ (0, inj(N)) and consider the open set Tω = {x :
dM (x) < ω}. We will restrict our analysis to this neighbourhood of M . By
the analysis in [Bel, Section 3] (see also [ManMen02]), the function ∇dM is in
SBV (Tω \M), i.e. it is a BV -function whose distributional derivatives are Radon
measures with no Cantor part. More precisely, we have that (see [Bel, Lemma 3.2])
the distributional Laplacian ∆dM restricted to Tω \M is a Radon measure whose
singular part is a negative. Moreover (see [ManMen02] and [Bel, Proposition 3.1]),
always restricting to Tω \M , the support of the singular part of ∆dM is countably
n-rectifiable and agrees with the so-called cut-locus of M , denoted by Cut(M);
away from the cut-locus of M , the Laplacian ∆dM is smooth. We recall that,
at x ∈ (N \ Cut(M)) \ (M \ M), −∆dM (x) agrees with the (classical) scalar
mean curvature of the level set of dM that contains x, computed with respect to
the normal that points away from M . For x ∈ Tω \ Cut(M) \M we have that
there exists a unique geodesic from x to M whose length realizes dM (x). This
geodesic is completely contained (except for its endpoint, that lies in M) in the
open set Tω \ Cut(M) \ M . This yields a retraction of Tω \ Cut(M) onto M ,
see [Bel, Remark 3.2], with points moving towards M at unit speed along the
unique geodesic connecting them to M . Arguing as in [Bel, Lemma 3.3] by means
of Riccati’s equation [Gra, Corollary 3.6], and replacing the condition RicN > 0
(valid in [Bel, Lemma 3.3]) with RicN > −C for some C > 0 (valid on our compact
manifold N), we obtain that ∆dM ≤ CdM (x) on Tω \Cut(M)\M (recall that dM
is smooth on this open set). In fact, since dM is smooth on M and M is minimal,
we have ∆dM = 0 on M , so ∆dM (x) ≤ CdM (x) on Tω \ Cut(M) \ (M \M).

Proposition 6.2. Let N be a compact (n+ 1)-dimensional Riemannian manifold
and M a smooth minimal hypersurface as in the beginning of Section 6. Denote
by dM the distance function to M and by Tω = {x ∈ N : dM (x) < ω}, where
ω ∈ (0, inj(N)). Then the distributional Laplacian ∆dM on Tω is a Radon measure
that satisfies ∆dM ≤ CdM , for3 C = −minN RicN .

3This should be interpreted as an inequality between measures: the function CdM is identified with
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Proof. We consider the distribution ∆dM − CdM , defined by its action on v ∈
C∞c (Tω) by

(∆dM − CdM )(v) = −
∫
∇dM · ∇v − C

∫
N

dMv.

Note that this is a distribution on Tω of order at most 1, because ∇dM ∈ L∞(Tω)
with |∇dM | ≤ 1 and hence we get |(∆dM−CdM )(v)| ≤ Hn+1(N)(Cω+1)‖v‖C1(Tω).

Putting together ∆dM (x) ≤ CdM (x) on Tω \ Cut(M) \ (M \ M) with the
sign condition on the singular part of ∆dM obtained in [Bel, Lemma 3.2] (and
discussed above), we conclude that the restriction of the distribution ∆dM −CdM
to Tω \ (M \M) is ≤ 0. This restriction is therefore a (negative) Radon measure
on Tω \ (M \M).

We argue via a capacity argument. For any δ > 0 we choose (see [EvaGar,
4.7]) χ ∈ C∞c (Tω) to be a function that takes values in [0, 1], is identically 1 in an
open neighbourhood of M \M , identically 0 away from a (larger) neighbourhood
of M \M and such that

∫
Tω
|∇χ| < δ. For v ∈ C∞c (Tω), v ≥ 0, we get

∫
Tω

(∆dM − CdM )v =

∫
Tω

(∆dM − CdM )(1− χ)v +

∫
Tω

∆dM χv −
∫
Tω

CdMχv =

=

∫
Tω

(∆dM−CdM )(1−χ)v−
∫
Tω

∇dM ∇χ v−
∫
Tω

∇dM∇v χ−
∫
Tω

CdMχv. (33)

The second, third and fourth terms in the last identity tend to 0 as δ → 0, because
‖χ‖W 1,1(Tω) → 0 as δ → 0 and |∇dM | ≤ 1. The first term is ≤ 0 for any δ, because
(1 − χ)v ≥ 0 and we saw that the distribution ∆dM − CdM is a negative Radon
measure on the support of (1−χ)v (for any δ). Taking the limit in (33) as δ → 0 we
therefore obtain that ∆dM −CdM is a negative distribution on Tω, and therefore
it is a (negative) Radon measure on Tω.

We will denote by M̃ the oriented double cover of M , that is M̃ = {(y, v) :

y ∈ M,v is one of the two possible choices of unit normal to M at y} (M̃ natu-

rally embeds in the unit sphere bundle on N). The standard projection M̃ →M

is given by (y, v) → y and we denote by ι : M̃ → N the composition of the stan-

dard projection with the embedding of M into N . For q = (y, v) ∈ M̃ , for y ∈M
and v a choice of unit normal to M at y, the geodesic s ∈ (0, inj(N))→ expy(sv)
leaves M orthogonally and is minimizing, between y and the point expy(tv), as
long as t is sufficiently small. We denote by σ(y,v) the (positive) number such that
this geodesic is minimizing between y and the point expy(tv) for all t ≤ σ(y,v) and
is no longer minimizing if t > σ(y,v). As we are restricting to Tω, we truncate σ(y,v)

using the convention that σy,v = ω if the geodesic is minimising for some t > ω.

The function σ(y,v) on M̃ is continuous (see [Bel, Section 3] and [ManMen02] for
details); moreover, we have a smooth diffeomorphism F

F : {((y, v), s) : (y, v) ∈ M̃, s ∈ (0, σ(y,v))} → Tω \ Cut(M) \M (34)

defined by F ((y, v), s) = expy(sv). This diffeomorphism extends by continuity to
a map

V
M̃

= {((y, v), s) : (y, v) ∈ M̃, s ∈ [0, σ(y,v))} → Tω \
(
Cut(M) ∪ (M \M)

)
.

the measure CdMH
n+1 Tω and we know already that the distributional Laplacian ∆dM is a Radon

measure, therefore the inequality means that CdMH
n+1 −∆dM is a positive (Radon) measure on Tω.

Also recall that a distribution is said to be ≤ 0 if for every non-negative test function the result is ≤ 0
(similarly for ≥ 0). A distribution that is ≥ 0 or ≤ 0 is necessarily a Radon measure, see e.g. [EvaGar,
Theorem 1.39].
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This extended map will be still denoted by F and is 2 − 1 on M̃ × {0}. (On

M̃ × {0} this map can be identified with ι.) Since σ(y,v) > 0, on any compact
subset of M there is a positive lower bound for σ(y,v) and therefore the map F
provides, around any compact set of M , a system of Fermi coordinates (tubular
neighbourhood system).

We next collect certain properties of the level sets Γt = {x ∈ N : dM (x) =
t} for t ∈ [0, ω). For t ∈ (0, ω) we have that Γt \ Cut(M) is smooth, with
scalar mean curvature at x given by −∆dM (x). For H1-a.e. t ∈ (0, ω) we have
Hn (Γt ∩ Cut(M)) = 0, since Cut(M) has dimension n. Therefore we have that
H1-a.e. level set is Hn-a.e. smooth. For these level sets we can therefore com-
pute the Hn-measure by computing the measure of their smooth part. For this
we argue as in [Bel, Lemma 4.1] (to which we refer for further details). We use
[Gra, Theorem 3.11] to compute the distortion of the area element as we move

along a geodesic s ∈ (0, σ(y,v)) → expy(sv), for (y, v) ∈ M̃ , the oriented dou-
ble cover of M (in other words, y ∈ M and v is one of the two choices of unit
normal to M at y). The distortion of the area element θs is ruled by the ODE
∂
∂s log θs = − ~H(y, s) · ∂∂s , where ~H(y,s) is the mean curvature of the level set at
distance s evaluated at the point (y, s) = expy(sv). Using Riccati’s equation [Gra,
Corollary 3.6], and the bound RicN ≥ −C on N , we obtain that H(y,s) ≥ −Cs,
where H(y, s) = ~H(y,s) · ∂∂s is the scalar mean curvature of the level set Γs at the
point (y, s), with respect to the unit normal that points away from M . We thus
have ∂

∂s log θs ≤ Cs. Integrating this inequality we obtain that, with coordinates

chosen so that θ0(x) = 1, the area element evolves with the bound θs(x) ≤ eCs2/2.
Therefore

Hn(Γt) ≤ 2Hn(M)eCt
2/2 for almost every t ∈ (0, ω) (35)

(level sets of dM are double covers of M , since dM is unsigned, hence the appear-
ance of the factor 2). Recall also that the scalar mean curvature of Γt at the point
x ∈ Γt \ Cut(M) agrees with −∆dM (x). The following estimate is implicit in the
previous discussion:

x ∈ Γt \ Cut(M)⇒ ∆dM (x) ≤ Ct. (36)

6.2 Allen–Cahn approximation of 2|M |
In this section we will produce for all sufficiently small ε, a functionGε0 : N → R

whose Allen–Cahn energy is4 approximately 2Hn(M). While this function is not
part of the path γ that we aim to construct (see the discussion that precedes
Section 6.1), by suitably deforming it we will construct two functions through
which the path γ will pass.

Let ε > 0 be sufficiently small to ensure 12 ε | log ε | < min{ω, 1}. The function
Gε0 has level sets coinciding with the level sets of dM and the one-dimensional

profiles normal to these level sets are dictated by Hε (see (31) for the definition of
Ψ):

Gε0(x) =

{
−1 for x ∈ N \ Tω

Ψ(dM (x)) for x ∈ Tω
. (37)

Equivalently, for x ∈ Tω we have Gε0(x) = Hε(−dM (x) + 2 εΛ). We will now
compute Eε(Gε0) and the first variation E ′ε(Gε0).

4We will only be interested in obtaining a control from above of the energy by the area, up to a
small error term. It is however true, as can be seen by computations similar to those that we give in
this section, that a control from below is also valid.
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We use the shorthand notation Λ = 3| log ε |. By definition we have, on Tω, that
∇Gε0 = Ψ′(dM )∇dM , while the energy of Gε0 is 0 in N \ {x ∈ N : dM (x) ≤ 4 εΛ};
we use the coarea formula for the Lipschitz function dM (for which |∇dM | = 1) to
get

Eε(Gε0) =

∫
Tω

ε
|∇Gε0|2

2
+
W (Gε0)

ε
=

∫ ω

0

(∫
Γs

|∇Gε0|2

2
+
W (Gε0)

ε

)
ds =

=

∫ 2 εΛ

−2 εΛ

(∫
Γ2 εΛ−s

ε
(Hε
′
(s))2

2
+
W (Hε(s))

ε

)
ds ≤︸︷︷︸

(35)

≤ 2e
C
2 (12 ε | log ε |)2

Hn(M)

(∫
R
ε

(Hε
′
)2

2
+
W (Hε)
ε

)
≤ 2(2σ)Hn(M) +O(ε | log ε |),

for ε in the chosen range. The Allen–Cahn first variation of Gε0 (which is clearly
0 outside {x ∈ N : dM (x) ≤ 4 εΛ}) can be computed in {x ∈ N : dM (x) < 5 εΛ}
as follows. The Radon measure ∆dM satisfies Proposition 6.2, recall moreover the

error by which Hε fails to solve the Allen–Cahn ODE (Section 6.1). Then, in the
distributional sense, we have

−E ′ε(Gε0) = ε∆Gε0 −
W ′(Gε0)

ε
= (38)

= εHε
′′
(−dM +2 εΛ)|∇dM |

2−εHε
′
(−dM +2 εΛ)∆dM−

W ′(Hε(−dM + 2 εΛ))

ε
=

= εHε
′′
(−dM + 2 εΛ)−

W ′(Hε(−dM + 2 εΛ))

ε︸ ︷︷ ︸
O(ε2)

− εHε
′
(−dM + 2 εΛ)︸ ︷︷ ︸

0≤ ·≤3

∆dM︸ ︷︷ ︸
≤CdM

,

Here −E ′ε(Gε0) and ∆dM are a Radon measures. The term O(ε2) in the last line
is a Lipschitz function that we interpret as a density with respect to Hn+1 and
the last term is the measure ∆dM multiplied by a bounded Lipschitz function

(we have used 0 ≤ (Hε)′ ≤ 3/ ε). Note that dM < 5 εΛ on the relavant domain.
Therefore there exist εN ∈ (0, 1) and C0 (only depending on N) such that for all
ε < εN

−E ′ε(Gε0) ≥ −C0 ε | log ε |, (39)

interpreting the inequality as one between Radon measures.

6.3 Immersions and signed distance

We will need a certain notion of signed distance. Fix a compact set K ⊂ M̃
with non-empty interior; this5 set will be kept fixed throughout the construction in
the coming sections. It is convenient to choose K to be even, i.e. K = ι−1(ι(K)).

Let φ̃ ∈ C∞c (M̃), φ̃ ≥ 0, such that suppφ̃ ⊂⊂ Int(K). The continuous function
σ(y,v) (see (34) and the discussion preceding it) has a strictly positive minimum
on K and we choose σK > 0 strictly smaller than this minimum. Consider, for
c ∈ (0, σK/3) and t ∈ [0, σK

3 max φ̃
], the following immersions:

p = (y, v) ∈ Int(K)→ expι(p)((c+ tφ̃(y))v).

5When M = M , e.g. for n ≤ 6, one can choose K = M̃ and the whole construction presented in
the remaining sections can be shortened considerably.
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The image of this immersion is a smooth embedded hypersurface. Note that
the immersion extends smoothly up to the boundary, because in a neighbourhood
of ∂K we have φ̃ = 0. We will denote by Kc,t,φ̃ the image of K via the immersion.

Note that the image of K \ suppφ̃ in contained in (the smooth part of) the level
set Γc.

For a point (q, s) ∈ Int(K)× (0, σK) we define its signed distance to graph(c+

tφ̃) to be negative for s < (c + tφ̃)(q), positive for s > (c + tφ̃)(q) and vanishing

on graph(c + tφ̃), with absolute value equal to the Riemannian distance of (q, s)

to graph(c + tφ̃), where the Riemannian distance is the one induced by the pull-
back via F of the metric on N . This signed distance descends to a well-defined
(smooth) signed distance distK

c,t,φ̃
on F (Int(K)× [0, σK)) \M .

Since c+ tφ̃ is smooth up to ∂K (and extends smoothly to an open neighbour-
hood of K with value c), there exists a tubular neighbourhood of Kc,t,φ̃ in which
the nearest point projection onto Kc,t,φ̃ is well-defined. We denote this projection
by Πc,t. Upon choosing the tubular neighbourhood sufficiently small, we also en-

sure that in the tubular neighbourhood of F ((K \ suppφ̃) × {c}) the projection
Πc,t agrees with the nearest point projection onto Γc, denoted by Πc.

We choose c1 > 0, t1 > 0 such that for all c ∈ (0, c1] and all t ∈ [0, t1] there
exists a tubular neighbourhood of Kc,t,φ̃ of semi-width c in which the nearest point
projection Πc,t is well-defined, it coincides with Πc in the tubular neighbourhood

of F ((K \ suppφ̃) × {c}), and moreover the following bounds hold. There exists
κK > 0 such that for all x in the tubular neighbourhood of Kc,t,φ̃ of semi-width c

| |JΠc,t|(x)− 1 | ≤ κKd and

∣∣∣∣ 1

|JΠc,t|(x)
− 1

∣∣∣∣ ≤ κKd, (40)

where |JΠc,t| =
√

(DΠc,t)(DΠc,t)T and d is the Riemannian distance of x to
Kc,t,φ̃.

The way in which we will use these properties (in the forthcoming sections)
is that for each fixed ε (sufficiently small) we will work with c = 4 εΛ and with
variable t, and with tubular neighbourhoods of semi-width 4 εΛ. The choice is
made so that we can fit one-dimensional Allen-Cahn profiles in the normal bundle
to Kc,t,φ̃. The estimates in (40) guarantee that the Allen–Cahn energy of the

resulting function (defined in the tubular neighbourhood of Kc,t,φ̃) is very close

to the area of Kc,t,φ̃ (up to the usual multiplicative constant 2σ). The fact that
Kc,t,φ̃ agrees with Γc on its boundary will give that the function just constructed
can be extended to a Lipschitz function on N , thanks to the properties of dM .

We will additionally make use of the following fact. There exists a constant
κK > 0 (that we can assume is the same as the one appearing in (40)) depending
only on K ⊂ N such that the nearest point projection ΠK : K × [0, σK) → K
satisfies

| |JΠK |(x)− 1 | ≤ κKs and

∣∣∣∣ 1

|JΠK |(x)
− 1

∣∣∣∣ ≤ κKs, (41)

where |JΠK | =
√

(DΠK)(DΠK)T and x = (q, s). The same notation ΠK will be
used to denote the nearest point projection from F (K × [0, σK)) onto F (K) ⊂M
(recall that s is the distance of F (x) to F (K)).

6.4 Choice of ε and geometric quantities involved

Recall that our final aim, in order to achieve the proof of Proposition 6.1, is to
produce, for each sufficiently small ε, a continuous path γ (with values in W 1,2)
that joins aε to another stable solution (see the discussion after the statement of
Proposition 6.1). The path itself will be exhibited for each ε < ε1, for a certain
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ε1 > 0. Estimates on the energy Fε along the path will be obtained in terms of
certain (fixed) geometric quantities (e.g. Hn(M)), that are independent of ε, and
error terms. For all ε ≤ ε2, for a certain ε2 ∈ (0, ε1], these error terms will be of
the type O(ε | log ε |), i.e. they will be bounded, in absolute value, by C ε | log ε |
with C > 0 independent of ε ∈ (0, ε2). Finally (this will only happen in Section
6.10), for a certain ε3 ∈ (0, ε2], the terms O(ε | log ε |) will be absorbed in the
geometric quantities, leading to an effective estimate on the energy Fε along the
path, i.e. an estimate that only depends on geometric quantities.

Rather than picking ε1 here, we will require a smallness condition on it repeat-
edly (finitely many times) throughout the forthcoming sections. One smallness
requirement was made in Section 6.2, 12ε1| log ε1| < min{ω, 1}. At every new
requirement, we will implicitly assume that all those previously imposed remain
valid. Similarly, upon estimating Fε for the functions that are constructed for
ε < ε1, we will (finitely many times) write the error terms in the form O(ε | log ε |)
for ε ∈ (0, ε2); each time we specify a new ε2 we will implicity assume that we
pick the smallest ε2 among all those identified until that moment. An initial re-
quirement is ε2 ≤ εN , for the εN chosen in Section 6.2. At the end (Section 6.10)
we will choose ε3 ∈ (0, ε2] and restrict to ε ∈ (0, ε3]: for this range, the energy
estimates become effective and allow us to conclude the proof.

From now on we shall let the sequence uεj be as in the beginning of Section 6.
Note however that until Section 6.10, all we need to know about uεj is that the
corresponding sequence of varifolds V uεj converges to q|M | where q is a locally
constant function on M taking even integer values and |M | is stationary (i.e.
zero mean curvature); the fact that Fεj (uεi) are min-max values does not play
a role until Section 6.10. The minimal hypersurface M however plays a key role
throughout. We fix the compact set K (chosen in Section 6.3) and two geodesic
balls D1, D2 ⊂M whose double covers have compact closures contained in Int(K)
and such that the respective concentric balls of half the radius (that will be denoted
by Bj ⊂ Dj for j ∈ {1, 2}) have equal areas. Geometric quantities depending
on D1, D2,M,N will appear in the energy estimates. To avoid burdening the
notation, we will often drop the explicit dependence on ε for the functions, and
paths of functions, that we construct. With reference to the upcoming sections,
$Dj ,t, γt, fr, ht all implicitly depend on ε.

6.5 One-parameter deformation, bumping outwards

Recall that ι : M̃ → N is the (minimal) immersion of the oriented double

cover M̃ of M induced by the standard projection (y, v) ∈ M̃ → y ∈ M . (The
image of ι is M and is covered twice.) Let D ⊂M be a geodesic ball, with radius
denoted by 2R > 0, with closure contained in Int(K) (where K is the compact
set fixed at the beginning of Section 6.3); here D is either of the geodesic balls
D1, D2 chosen in Section 6.4, and with which we will work in Section 6.7. Let
B ⊂ D the concentric geodesic ball of radius R. Let χD ∈ C∞c (D) with χD ≥ 0,
χD = 1 on B and |∇χD| ≤ 2/R (in this section the latter condition is not needed

and we only use χD > 0 on B, rather than = 1). We will write D̃ = ι−1(D) ⊂ M̃
and B̃ = ι−1(B) ⊂ M̃ . Define χD̃ = χD ◦ ι ∈ C∞c (D̃). We will consider the

one-parameter (one-sided) smooth family of immersions ιD,t : D̃ → N defined as
follows for t ∈ [0, σK

3 maxD χ
] (recall the choice of σK at the beginning of Section

6.3):

p = (y, v) ∈ D̃ → ιD,t(p) = expy(t χD̃(p) v). (42)

We have ιD,t = ι|D̃ on D̃ \ suppχD̃ for every t, and ι0,D = ι|D̃. The key property
of interest to us for this (one-sided) deformation of ι|D̃ is going to be the value
of the functional J g

σ
(t) = J g

σ
(ιt,D), where J g

σ
= A − Vol g

σ
. The evaluation of
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Vol g
σ

requires the preliminary choice of an oriented open set O ⊂ N (that must
contain the images of the immersions); in our case we choose O to be the cylinder

F (D̃ × [0, σK)), with F defined in (34). The value of Vol g
σ

(t) is then given by∫
F (St)

g
σdH

n+1, where St = {(y, s) ∈ D̃ × [0, σK) : s < tχD̃(y)}. The term A(t)

is the n-dimensonal area of the immersion ιt,D. We refer to [BelWic-2] for the
general definition of Jg.

It is readily checked that there exists t0 ∈ (0, σK
3 maxD χ

] such that J g
σ

(t) is

decreasing on t ∈ [0, t0]. This can be seen by considering the first variation J ′g
σ

(0).

The first variation of area is 0 because ι is minimal, while the first variation of
Vol g

σ
is obtained by integrating on D̃ the product of g

σ with the normal speed(
d
dt

∣∣
t=0+ ιt,D

)
· v = χD̃. We thus have J ′g

σ
(0) = −

∫
D̃
g
σχD̃ < 0. Therefore, since

J g
σ

is C1 on [0, σK
3 maxD χ

], there exists t0 > 0 such that J g
σ

(t) is decreasing on

t ∈ [0, t0].

Remark 6.2 (smallness of t0). We will need, for several reasons, to possibly make
t0 smaller. We impose t0 < t1, where t1 (together with c1, which will be needed

below) is as in Section 6.3 with φ̃ replaced by the function χ̃D, extended to be in

C∞c (K), by setting it equal to 0 in the complement of D̃. This will be needed in
order to use the bounds obtained in Section 6.3. Moreover, in view of Section 6.9,
we require that the mean curvature of the immersion (42) is, in absolute value,
smaller than minN g

20 for all t ∈ [0, t0]. This is possible, since minN g > 0, the
values of the mean curvature change continuously in t and at t = 0 the immersion
is minimal. In the next remark we impose one further condition, which may require
to make t0 smaller one last time.

Remark 6.3 (choice of τB). By making t0 smaller if necessary, we ensure that the

(positive) quantity
J g
σ

(0)−J g
σ

(t0)

2 is smaller than 2Hn(B). From now on we will

work with this (positive) t0 and denote by τB =
J g
σ

(0)−J g
σ

(t0)

2 . We then have
τB < 2Hn(B); this will be used in Section 6.7.

We point out, for future reference, that ιt,D and ι coincide in a neighbourhood

of ∂D̃ in D̃. We now consider, for c ∈ [0, σK3 ], t ∈ [0, σK
3 maxD χ

], the immersion from

D̃ into N given by

p = (y, v) ∈ D̃ → expy((c+ tχD̃(p)) v). (43)

(For c > 0 the image of such an immersion is embedded.) We denote by J g
σ

(c, t)
the evaluation of J g

σ
on the immersion (43), with reference to the oriented open

set F (D̃ × [0, σK)). We recall that J g
σ

(c, t) = A(c, t) − Vol g
σ

(c, t), where A(c, t)

is the area of the immersion (43) and Vol g
σ

(c, t) =
∫
F (Sc,t)

g
σdH

n+1, with Sc,t =

{(y, s) ∈ D̃× [0, σK) : s < c+ tχD̃(y)}. (Note that J g
σ

(0, t) agrees with J g
σ

(t) used
above.) By continuity in c and t, and by the decreasing property of J g

σ
(0, t) on

[0, t0] obtained above, there exist c0 ∈ (0, σK3 ] such that for all c ∈ [0, c0] and for
all t ∈ [0, t0]

J g
σ

(c, t) ≤ J g
σ

(0, 0) +
τB
2
, J g

σ
(c, t0) ≤ J g

σ
(0, 0)− τB , (44)

where τB > 0 was fixed in Remark 6.3. Note that J g
σ

(0, 0) = 2Hn+1(D), since the
term Vol g

σ
vanishes for ι0,D = ι|D̃.

Remark 6.4 (smallness of c0). By making c0 smaller if necessary, we also assume

that c0 < c1, where c1 is chosen as in Section 6.3 with φ̃ replaced by the function
χ̃D, extended to be in C∞c (K), by setting it equal to 0 in the complement of D̃.
This will permit the use of the bounds obtained in Section 6.3.
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The geometric deformation of ι|D̃ just described will now be replicated with a

family of functions in W 1,2(F (D̃ × [0, σK))), with bounds on Fε that will replace
(and be deduced from) the estimates in (44). We define, initially, a one-parameter

family of functions on D̃ × [0, σK) ⊂ V
M̃

(where V
M̃

is the extended domain of
the map F , see (34)), using coordinates (q, s), and then we pass the definition

to F
(
D̃ × [0, σK)

)
. In the following we assume ε < ε1, with 6ε1| log ε1| < c0.

We use the shorthand notation 2 εΛ = 6ε| log ε|. We set, for t ∈ [0, t0] and

(q, s) ∈ D̃ × (0, σK) (and for each ε in the specified range)

$D,t(q, s) = Hε
(
−distgraph(2 εΛ+tχ

D̃
)(q, s)

)
. (45)

Here we are using the signed distance to graph(2 εΛ + tχD̃) that was discussed in
Section 6.36. Note that although the distance is not defined for s = 0, the definition
in (45) extends continuously from s > 0 to s ≥ 0 with value 1 at s = 0; this follows

upon observing that lim infs→0 distgraph(2 εΛ+tχ
D̃

)(q, s) ≤ −2 εΛ and that Hε has

value 1 on [2 εΛ,∞). More precisely, Hε has vanishing derivative at 2 εΛ. This
guarantees that the function defined in (45), extended to s = 0 with value 1,
passes to the quotient as a C1 function on the open set F (D × [0, σK)) (this is a
tubular neighbourhood of D). With slight abuses of notation, we use the notation
$D,t also to denote this quotient and we write $D,t : F (D × [0, σK))→ R,

$D,t(x) = Hε
(
−distK2 εΛ,t,χ

D̃
(x)
)
. (46)

Here K2 εΛ,t,χ
D̃

denotes, as in Section 6.3, the set F
(
graph(2 εΛ + tχD̃)

)
.7 As

before, the function $D,t is extended in a C1 fashion across D, with value 1 on
D.

We remark that for t = 0 we have $D,0 = Gε0|F (D×[0,σK)), where Gε0 was

defined in (37). Moreover, we point out that (for each ε considered) the assignment

t ∈ [0, t0]→ $D,t ∈W 1,2(F (D̃ × [0, σK)) is continuous.

The Allen–Cahn energy of $D,t can be computed using the coarea formula
(either with respect to the distance, for which the Jacobian factor is 1, or with
respect to the nearest point projection, using (40)) in a tubular neighbourhood of
K2 εΛ,t,χ

D̃
∩F (D × [0, σK)) of semi-width 2 εΛ; away from this tubular neighbour-

hood, $D,t is constantly ±1, hence there is no energy contribution. The coarea
formula gives that there exists ε2 > 0 such that for all ε ≤ ε2 the following bound
holds:

Eε($D,t) ≤ (2σ)Hn
(
K2 εΛ,t,χ

D̃
∩ F (D × [0, σK))

)
+O(ε | log ε |). (47)

The set K2 εΛ,t,χ
D̃
∩ F (D × [0, σK)) is the image of the immersion in (43) with

c = 2 εΛ (for which we obtained the estimates in (44) — we will use these to
obtain (48) below).

In order to get an estimate for Fε($D,t) we now consider
∫
D̃×[0,σK)

g$D,tdHn+1

and relate this quantity to Volg(2 εΛ, t). As in (44), Volg(c, t) is the evaluation of
Volg on the immersion (43) and we are choosing c = 2 εΛ. Let % denote the func-

tion that is +1 on {(q, s) ∈ D̃× [0, σK) : distgraph(2 εΛ+tχ
D̃

)((q, s)) ≤ 0} and −1 on

{(q, s) ∈ D̃×[0, σK) : distgraph(2 εΛ+tχ
D̃

)((q, s)) > 0}. Then
∫
D̃×[0,σK)

g % dHn+1 =

6To be coherent with Section 6.3, χD̃ must be extended to a function in C∞c (K), by setting it equal

to 0 in the complement of D̃ and the graph in question must be considered as a graph on K. Then
the resulting distance, defined in Section 6.3 on K × (0, σK), has to be restricted to D̃ × (0, σK).

7As in the previous footnote, the graph is taken over K and χD̃ is extended to a function in C∞c (K).

58



2
∫
{%=+1} g dH

n+1 −
∫
D̃×[0,σK)

g dHn+1 = 2Volg(2 εΛ, t)−
∫
D̃×[0,σK)

g dHn+1. We

let

U1,0 = {(q, s) ∈ D̃ × [0, σK) : −2 εΛ ≤ distgraph(2 εΛ+tχ
D̃

)((q, s)) ≤ 0},

U0,−1 = {(q, s) ∈ D̃ × [0, σK) : 0 ≤ distgraph(2 εΛ+tχ
D̃

)((q, s)) ≤ 2 εΛ};

the function $D,t decreases, on these two sets, respectively from 1 to 0 and from
0 to −1 (as the distance increases respectively from −2 εΛ to 0 and from 0 to

2 εΛ), so that |$D,t − %| ≤ 1 on U0,−1 ∪ U1,0. On
(
D̃ × [0, σK)

)
\ (U0,−1 ∪ U1,0),

on the other hand, we have $D,t = %. We then have∫
D̃×[0,σK)

g $D,t dHn+1 ≥

2Volg(2 εΛ, t)−
∫
D̃×[0,σK)

g dHn+1 −Hn+1(U1,0 ∪ U0,−1)| sup
N
g|.

Using the coarea formula (with respect to distgraph(2 εΛ+tχ
D̃

) or with respect to

Πc,t, recalling (40)), we obtain that Hn+1(U1,0) and Hn+1(U0,−1) are bounded
above by 2 εΛHn

(
graph(2 εΛ + tχD̃)

∣∣
D̃

)
+O(ε | log ε |). Moreover, from the area

formula we obtain Hn
(

graph(2 εΛ + tχD̃)
∣∣
D̃

)
≤ Hn(D̃)(1 +Cχ

D̃
,c0,t0,N ). In con-

clusion, there exists ε2 > 0 such that for all ε ≤ ε2 we have

∫
D̃×[0,σK)

g $D,t dHn+1 ≥ 2Volg(2 εΛ, t)−
∫
D̃×[0,σK)

g dHn+1 − |O(ε | log ε |)|.

Putting this together with (47) and (44) we obtain that there exists ε2 > 0
such that for all ε ≤ ε2 (here the energy is computed on the domain of $D,t, that
is on F (D × [0, σK)))

1

2σ
Fε($D,t) ≤ J g

σ
(0, 0)︸ ︷︷ ︸

=2Hn(D)

+

∫
D̃×[0,σK)

g

2σ
dHn+1+

τB
2

+O(ε | log ε |) for all t ∈ [0, t0],

1

2σ
Fε($D,t0) ≤ J g

σ
(0, 0)︸ ︷︷ ︸

=2Hn(D)

+

∫
D̃×[0,σK)

g

2σ
dHn+1 − τB +O(ε | log ε |). (48)

6.6 One-parameter deformation, bumping downwards

In this section D̃ will be as in Section 6.5 and we will construct a deformation
that continues the one provided in Section 6.5 to t ≤ 0. More precisely, we will
construct, for each ε ∈ (0, ε1] (for ε1 as in Section 6.5) a one-parameter deformation

t ∈ [−4 εΛ, 0]→ $D,t ∈W 1,2
(
D̃ × [0, σK)

)
.

At t = 0 the resulting function will agree with Gε0 and therefore with the function
defined by (46) for t = 0 (justifying the notation). We will then check that the
functions $D,t (for t ∈ [−4 εΛ, 0]) pass to the quotient as W 1,2 (actually W 1,∞)

functions on F
(
D̃ × [0, σK)

)
and that the resulting deformation [−4 εΛ, 0] →

W 1,2
(
D̃ × [0, σK)

)
is continuous in t.
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Let χD̃ : D̃ → [0, 1] be as in Section 6.5 and Ψt : R→ R as in (32). We define,

for t ∈ [−4 εΛ, 0] and (q, s) ∈ D̃ × [0, σK),

$D,t(q, s) = Ψ−t χ
D̃

(q)(s). (49)

Since χD̃ is even on D̃ by construction, the function $D,t(q, s) in (49) passes to

the quotient in F
(
D̃ × [0, σK)

)
. We will now check that it is in fact Lipschitz on

F
(
D̃ × [0, σK)

)
. Note that at t = 0 the function agrees with Gε0|F(D̃×[0,σK)) (see

(37)).
We only need to check the Lipschitz property locally around a point x ∈ D,

since the function is smooth in F
(
D̃ × (0, σK)

)
. Let (y, a) ∈ Bρ(x)× (−σK , σK)

denote Fermi coordinates centred at geodesic ball around x in D. Then the ex-
pression of the function obtained by passing $D,t to the quotient is Ψ−t χD(y)(a),
because Ψs is even for all s ≥ 0. Moreover, Ψs is Lipschitz for all s ≥ 0; this implies
that the function Ψ−t χD(y)(a) is Lipschitz with respect to the product metric on
Bρ(x) × (−σK , σK). The distortion factor between the Riemannian metric on N
and this product metric is bounded by a geometric constant (that is fixed by the
choices of K and σK and only depends only on the geometry of F (K × [0, σK))),
hence the function $D,t passes to the quotient as a Lipschitz function. We also

point out that there exists a neighbourhood of F
(
∂D̃ × [0, σK)

)
in which the

function agrees with Gε0 for every t ∈ [−4 εΛ, 0].
Next we estimate the Allen–Cahn energy of $D,t. Denote by ∇q the metric

gradient in D̃ × [0, σK) projected onto the level set {s = cnst}. Then

∇q$D,t(q, s) = −t d

da
Ψa(s)

∣∣∣∣
a=−tχ

D̃
(q)

∇qχD̃(q, s),

where we think temporarily of χD̃(q, s) = χD̃(q) as a function on D̃ × [0, σK)

that only depends on the variable q. Recalling (32), we have
∣∣ d
daΨa(s)

∣∣ = |Ψ′(a+

|s|)| ≤ 3
ε . Moreover we ensured |∇χD̃| ≤

2
R , as a function on D̃, and therefore

|∇qχD̃(q, s)| ≤ CK
R , for a constant CK that depends only on the Riemannian

metric on K × [0, σK). Therefore

ε |∇q$D,t|2 ≤
9C2

Kt
2

εR2
≤ 9 · 16C2

Kt
2

R2
εΛ2 = C ε | log ε |2, (50)

for a constant C > 0 that depends only on the choices of K and D (in particular,
it does not depend on ε). Recalling that (for the Riemannian metric) the unit
vectors ∂

∂s are orthogonal to the level sets {s = cnst} we can write |∇$D,t|2 =

|∇q$D,t|2 +
∣∣ ∂
∂s$D,t

∣∣2. We then compute the Allen–Cahn energy of $D,t by using

the coarea formula with respect to ΠK , recalling that ∇q$D,t = 0 on B̃ × [0, σK)

(since χD̃ = 1 on B̃): ∫
D̃×(0,σK)

ε
|∇$D,t|2

2
+
W ($D,t)

ε
(51)

=

∫
B̃

(∫ σK

0

1

|JΠK |(q, s)

(
ε

∣∣∣∣ ddsΨ|t|(s)

∣∣∣∣2 +
W (Ψ|t|(s))

ε

)
ds

)
dq +

+

∫
D̃\B̃

(∫
(0,σK)

1

|JΠK |(q, s)

(
ε

∣∣∣∣ ∂∂sΨ−tχ
D̃

(q)(s)

∣∣∣∣2 +
W (Ψ−tχ

D̃
(q)(s))

ε

)
ds

)
dq+

+

∫
(D̃\B̃)×(0,σK)

ε |∇q$D,t|2.
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We consider the right-hand-side. The first term bounded by (1+kK εΛ)Hn(B̃)(2σ),
by the observation following (32) and by the bounds on ΠK in (41). For the same

reason, the second term is bounded by (1 + kK εΛ)Hn(D̃ \ B̃)(2σ). In view of
(50) the third term is O(ε | log ε |) (in fact, it is O(ε2 | log ε |3), by noticing that

the integrand vanishes on (D̃ \ B̃) × (4 εΛ, σK)). We thus have that there exists
ε2 ∈ (0, ε1] such that, for all ε ∈ (0, ε2], the following bound holds independently
of t:

Eε($D,t) ≤ (2σ)2Hn(D) +O(ε | log ε |). (52)

One can easily obtain a finer bound by estimating the first term more precisely.
We only need to do so for t = −4 εΛ; in this case the first term vanishes, therefore

Eε($D,−4 εΛ) ≤ (2σ)2Hn(D \B) +O(ε | log ε |). (53)

To conclude this section, we estimate the energy Fε of the functions $D,t. A
very rough estimate will suffice for our purposes: since $D,t ≥ −1 we have∫

D̃×[0,σK)

$D,t g dHn+1 ≥ −
∫
D̃×[0,σK)

g dHn+1;

together with (52) and (53) this gives, for all ε ≤ ε2,

1

2σ
Fε($D,−4 εΛ) ≤ 2Hn(D)−2Hn(B)+

∫
D̃×[0,σK)

g

2σ
dHn+1 +O(ε | log ε |), (54)

1

2σ
Fε($D,t) ≤ 2Hn(D)︸ ︷︷ ︸

=J g
σ

(0,0)

+

∫
D̃×[0,σK)

g

2σ
dHn+1+O(ε | log ε |) for all t ∈ [−4 εΛ, 0].

6.7 Avoiding the value 2Hn(M) + 1
2σ

∫
N
g

The value 2Hn(M) + 1
2σ

∫
N
g is the peak that we wish to avoid with our path,

see the discussion before and after the statement of Proposition 6.1.
Given a geodesic ball D ⊂ M (and denoting by D̃ ⊂ K its double cover), in

Sections 6.5 and 6.6 we produced, for t0 > 0 (depending on D) and for every suf-

ficiently small ε ≤ ε2, a continuous family t ∈ [−4 εΛ, t0] → W 1,2
(
D̃ × [0, σK)

)
.

This family descends to a continuous one [−4 εΛ, t0]→ $D,t ∈W 1,2
(
F (D̃ × [0, σK))

)
;

more precisely, the functions in the image of this curve are inW 1,∞
(
F (D̃ × [0, σK))

)
.

At t = 0 we have that $D,0 agrees with the restriction of Gε0 (defined in (37)). In

other words, we have a continuous two-sided deformation of Gε0 in F (D̃× [0, σK)).
By (48) and (54) the energy 1

2σ Fε stays below

J g
σ

(0, 0) +

∫
D̃×[0,σK)

g

2σ
dHn+1 +

τB
2

+O(ε | log ε |)

for all t ∈ [−4 εΛ, t0] and, moreover, at the endpoints t = −4 εΛ and t = t0 we have
that the energy 1

2σ Fε is at most (recalling from Remark 6.3 that τB < 2Hn(B))

J g
σ

(0, 0)− τB +

∫
D̃×[0,σK)

g

2σ
dHn+1 +O(ε | log ε |).

In this section we will consider two distinct geodesic balls and, around each
of them, we will produce a two-sided deformation of Gε0 as we did above. By
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suitably combining them, and extending to N , we will produce a continuous curve
into W 1,2(N) (the functions are moreover Lipschitz on N) with the key property
that the energy 1

2σ Fε stays always below the value 2Hn(M)− ς +
∫
N

g
2σ dH

n+1 +
O(ε | log ε |), for some ς > 0 that only depends on quantities determined by ι, by
the choice of K and of the two geodesic balls; in particular, the energy bound
holds independently of ε, for all sufficiently small ε.

Let D1 ⊂⊂ M and D2 ⊂⊂ M be the geodesic balls chosen in Section 6.4.
We denote respetively by B1 and B2 the concentric geodesic balls with half the
radius. The balls are chosen so that Hn(B1) = Hn(B2). We denote the respective

double covers by D̃1, D̃2, B̃1, B̃2 and we assumed that D̃j ⊂⊂ K for j ∈ {1, 2}.
For each Dj we can repeat the construction in Sections 6.5, 6.6. We let ε1 denote

the smallest of the two ε1 identified for j ∈ {1, 2}, and t
(j)
0 the final time of the

deformation identified for Dj (which was denoted by t0 for D). We thus obtain,

for each ε ≤ ε1 two continuous curves into W 1,2
(
F (D̃j × [0, σK))

)
, respectively

for j = 1, 2:

t ∈ [−4 εΛ, t
(1)
0 ]→ $D1,t , t ∈ [−4 εΛ, t

(2)
0 ]→ $D2,t.

We define, for t ∈ [−4 εΛ − t
(1)
0 , 4 εΛ + t

(2)
0 ], the following continuous8 one-

parameter family of W 1,2 functions on F
(
D̃1 × [0, σK)

)
∪ F

(
D̃2 × [0, σK)

)
:

γ
t

=



$
D1,t+t

(1)
0

on F
(
D̃1 × [0, σK)

)
for t ∈ [−4 εΛ− t(1)

0 ,−t(1)
0 ]

$D2,−4 εΛ on F
(
D̃2 × [0, σK)

)
for t ∈ [−4 εΛ− t(1)

0 ,−t(1)
0 ]

$
D1,t+t

(1)
0

on F
(
D̃1 × [0, σK)

)
for t ∈ [−t(1)

0 , 0]

$D2,−4 εΛ on F
(
D̃2 × [0, σK)

)
for t ∈ [−t(1)

0 , 0]

$
D1,t

(1)
0

on F
(
D̃1 × [0, σK)

)
for t ∈ [0, 4 εΛ]

$D2,t−4 εΛ on F
(
D̃2 × [0, σK)

)
for t ∈ [0, 4 εΛ]

$
D1,t

(1)
0

on F
(
D̃1 × [0, σK)

)
for t ∈ [4 εΛ, 4 εΛ + t

(2)
0 ]

$D2,t−4 εΛ on F
(
D̃2 × [0, σK)

)
for t ∈ [4 εΛ, 4 εΛ + t

(2)
0 ]

.

(55)

The idea is that for every t, in one of the two subdomains F (D̃j × [0, σK)),
the function agrees with one of the endpoints of the curve $Dj ,t. Recall that
τBj < 2Hn(Bj) by the choice made in Section 6.5, moreover we ensured Hn(B1) =
Hn(B2). Thanks to (48) and (54) we can estimate, for ε ≤ ε2, the energy 1

2σ Fε(γt)
on the set F

(
D̃1 × [0, σK)

)
∪ F

(
D̃1 × [0, σK)

)
from above with the quantity

2Hn(D1) + 2Hn(D2) +

∫
D̃1×[0,σK)

g

2σ
dHn+1 +

∫
D̃2×[0,σK)

g

2σ
dHn+1

−min
{τB1

2
,
τB2

2

}
+O(ε | log ε |). (56)

Each γ
t

is in fact, on F
(
D̃1 × [0, σK)

)
∪ F

(
D̃1 × [0, σK)

)
, a Lipschitz func-

tion. Our next aim is to extend γ
t
, for each t, to a Lipschitz function on N ,

obtaining a continuous curve from [−4 εΛ− t(1)
0 , 4 εΛ + t

(2)
0 ] into W 1,2(N). In or-

der to do that, we recall that there exists a neighbourhood of F
(
∂D̃1 × [0, σK)

)
∪

8Continuity is immediate from the continuity of each $Dj ,t in their respective (disjoint) domains.
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(i) (ii)

(iii) (iv)

(v) (vi)

Figure 3: Schematic picture representing the ε → 0+ limit of the path γ
t

defined
above. The order (i) → (ii) → (iii) → (iv) → (v) → (vi) represents increasing t.
The deformation (i) → (ii), for instance, represents the ε → 0+ limit of the top two
lines of the piecewise definition of γ

t
; likewise, (ii) → (iii) corresponds to the third

and fourth lines of the definition, etc. The deformations (i) → (ii), and (iii) → (iv)
are instantaneous “jumps” in the ε → 0+ limit (and therefore discontinuous), but
the corresponding deformation t 7→ γ

t
are continuous in t for fixed ε = εj > 0. The

evolution t 7→ γ
t

(for fixed ε = εj > 0) corresponding to “(vi) onwards” in the picture
is carried out by the negative gradient flow of Fεj , and converges to the stable solution
vεj , as described in Section 6.9 below.

F
(
∂D̃1 × [0, σK)

)
in which γ

t
agrees with Gε0 for every t. This implies that we

can define a Lipschitz function on N that extends γ
t

by setting

γt(x) =

 γ
t
(x) for x ∈ F

(
D̃1 × [0, σK)

)
∪ F

(
D̃2 × [0, σK)

)
Gε0(x) for x ∈ N \

(
F
(
D̃1 × [0, σK)

)
∪ F

(
D̃2 × [0, σK)

)) . (57)

The continuity of t ∈ [−4 εΛ− t(1)
0 , 4 εΛ + t

(2)
0 ]→ γt ∈W 1,2(N) is also immediate

from the continuity of γ
t
.

We next estimate the Allen–Cahn energy of γt. For that purpose, we first give

a lower bound on the Allen–Cahn energy of Gε0 on the sets F
(
D̃1 × [0, σK)

)
and

F
(
D̃2 × [0, σK)

)
. We follow the argument in Section 6.1 that led to (35), this

time using the bound RicN ≤ C; this is true for some C > 0 because N is compact.
Integrating Riccati’s equation we get Ht ≤

√
C tan(

√
Ct), where Ht denotes the

scalar mean curvature of the level set of dM at distance t (computed with respect
to the unit normal that points away from M , equivalently with respect to ∂

∂s in
K × [0, σK)). The ODE for the area element θs then leads to the following bound

for the evolution of θs along a geodesic orthogonal to M̃ : θs ≥ θ0

(
1− Cs2

2

)
.
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Therefore

Hn
(
D̃j × {s}

)
≥
(

1− Cs2

2

)
Hn
(
D̃j × {0}

)
.

Then the coarea formula, used for the function dM gives for j ∈ {1, 2} (similarly
to Section 6.2):∫

F(D̃j×[0,σK))
ε
|∇Gε0|2

2
+
W (Gε0)

ε
=

∫ σK

0

(∫
D̃j×{s}

|∇Gε0|2

2
+
W (Gε0)

ε

)
ds =

(58)

=

∫ 2 εΛ

−2 εΛ

(∫
D̃j×{2 εΛ−s}

ε
(Hε

′
(s))2

2
+
W (Hε(s))

ε

)
ds ≥

≥ 2

(
1− C(4 εΛ)2

2

)
Hn(Dj)

(∫ 2 εΛ

−2 εΛ

ε
(Hε

′
)2

2
+
W (Hε)
ε

)
≥ 2(2σ)Hn(Dj)−|O(ε | log ε |)|.

The last inequality holds for ε ≤ ε2 for a suitable choice of ε2. The bound for
Eε(Gε0) obtained in Section 6.2, together with (58), gives an upper bound for Gε0

on the set N \
(
F
(
D̃1 × [0, σK)

)
∪ F

(
D̃1 × [0, σK)

))
: the Allen–Cahn energy of

Gε0 on this set is at most

2(2σ)Hn(M)− 2(2σ)Hn(D1)− 2(2σ)Hn(D2) +O(ε | log ε |).

In order to estimate Fε on this same set we note that Gε0 ≥ −1 and therefore∫
N\(F(D̃1×[0,σK))∪F(D̃1×[0,σK)))

Gε0 g dHn+1

≥ −
∫
N\(F(D̃1×[0,σK))∪F(D̃1×[0,σK)))

g dHn+1.

Recalling (57) and the bound (56), the last two estimates imply that there exists

ε2 > 0 such that for all ε ≤ ε2 the family t ∈ [−4 εΛ − t(1)
0 , 4 εΛ + t

(2)
0 ] → γt ∈

W 1,2(N) (recall that γt = γεt is constructed for each fixed ε in the chosen range)
satisfies

1

2σ
Fε(γt) ≤ 2Hn(M) +

∫
N

g

2σ
dHn+1 −min

{τB1

2
,
τB2

2

}
︸ ︷︷ ︸

:= ς >0

+O(ε | log ε |) (59)

for all t ∈ [−4 εΛ− t(1)
0 , 4 εΛ + t

(2)
0 ], as claimed in the beginning of this section.

6.8 Path to aε

In this section we exhibit, for each sufficiently small ε, a continuous path in
W 1,2(N) that connects the function aε (the first endpoint of the class of admissible
paths, see Section 5) to the function γ−4 εΛ−t(1)

0
obtained in Section 6.7, ensuring

that Fε along this path remains bounded by the right-hand-side of (59). To
ease notation, in this section we will denote simply by f0 : N → R the function
γ−4 εΛ−t(1)

0
. We rewrite the definition of f0 as follows, recalling (49), (55) and

(57):

f0(x) =

 Ψ4 εΛχ
D̃j

(q)(s) for x = F (q, s), (q, s) ∈ D̃j × [0, σK), j ∈ {1, 2}

Ψ0(dM (x)) for x ∈ N \
(
F (D̃1 × [0, σK)) ∪ F (D̃2 × [0, σK))

) .

(60)
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We define, for r ∈ [0, 4 εΛ]

fr(x) =

 Ψ4 εΛχ
D̃j

(q)+r(s) for x = F (q, s), (q, s) ∈ D̃j × [0, σK), j ∈ {1, 2}

Ψr(dM (x)) for x ∈ N \
(
F (D̃1 × [0, σK)) ∪ F (D̃2 × [0, σK))

) .

(61)

The first line is well-defined thanks to the fact that χD̃j is even on M̃ ; note that

for r = 0 the definition in (61) agrees with the one in (60), justifying the notation.

Since χ
D̃j
∈ C∞c (D̃j) for j ∈ {1, 2}, the definition in the first line agrees with

Ψr(dM (x)) when (q, s) is in a neighbourhood of ∂D̃j × [0, σK). Thanks to the
fact that Ψr is Lipschitz, one can check that each fr is a Lipschitz function on N .
Moreover, the mapping r ∈ [0, 4 εΛ] → fr ∈ W 1,2(N) is continuous. Note that
f4 εΛ ≡ −1.

To compute Eε(fr) we employ the coarea formula, with respect to the function

ΠK on ∪2
j=1F

(
D̃j × [0, 4 εΛ)

)
and with respect to dM on the complementary

domain in {dM < 4 εΛ} (there is no energy contribution in {dM ≥ 4 εΛ}, since
fr = −1 there). The key observation is that the one-dimensional profile that
appears for fr (with r > 0) in the normal bundle to M carries less energy than
the one that appears for f0. Indeed, (60) and (61) show that the profile Ψ0

for f0 is replaced by Ψr for fr, and the profile Ψ4 εΛχ
D̃j

(q) for f0 is replaced

by Ψ4 εΛχ
D̃j

(q)+r for fr. Then a computation analogous to (51) in combination

with the observation that follows (32) gives that Eε(fr) ≤ Eε(f0) in the domain

F
(

(D̃1 × [0, σK)) ∪ (D̃2 × [0, σK))
)

; similarly, using the coarea formula for dM ,

we get Eε(fr) ≤ Eε(f0) in the complementary domain. Moreover, we note that
fr ≥ −1 and therefore

∫
N
fr g dHn+1 ≥ −

∫
N
g dHn+1. Therefore we obtain that

there exists ε2 > 0 such that for all ε ≤ ε2 the following bound holds

1

2σ
Fε(fr) ≤ 2Hn(M)− 2Hn(B1)− 2Hn(B2) +

∫
N

g

2σ
dHn+1 +O(ε | log ε |) (62)

for all r ∈ [0, 4 εΛ]. (It should be kept in mind that fr = fεr is built for each fixed
ε in the chosen range.)

We next connect f4 εΛ ≡ −1 to aε, continuously in W 1,2. For this it suffices
to recall that aε was defined as limit of the negative Fε-gradient flow with initial
condition −1; we denote by [0, Ta] the time interval9 on which this flow is defined.
The same flow (translated by 4 εΛ) provides the continuation of fr to an interval
[0, 4 εΛ+Ta] with the property that the family r ∈ [0, 4 εΛ+Ta]→ fr ∈W 1,2(N)
is a continuous path that satisfies the bound in (62) for all r and such that f0 =
γ−4 εΛ−t(1)

0
and f4 εΛ+Ta = aε.

6.9 Flow to a stable solution

In this section we produce a continuous path in W 1,2(N) that starts at the
function γ

4 εΛ+t
(2)
0

obtained in Section 6.7 and ends at a stable solution vε of

F ′ε = 0.
To ease notation, we denote by h the function γ

4 εΛ+t
(2)
0

. Recalling (46) and

9Although irrelevant for our construction, it is easy to check that Ta tends to 0 as ε→ 0.
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(57), h is given by

h(x) =

 Hε(−distK
2 εΛ,t

(j)
0 ,χ

D̃j

(x)) for x = F (q, s), (q, s) ∈ D̃j × [0, σK), j ∈ {1, 2},

Ψ0(dM (x)) for x ∈ N \ (F (D̃1 × [0, σK)) ∪ F (D̃2 × [0, σK))).
(63)

The first line is well-defined thanks to the fact that χD̃j is even on M̃ . Since

χ
D̃j
∈ C∞c (D̃j) for j ∈ {1, 2}, the definition in the first line agrees with Ψ0(dM (x))

(and thus with Gε0) when (q, s) is in a neighbourhood of ∂D̃j × [0, σK). In view
of this, we will compute separately the first variation of h with respect to Eε in
the domains that appear in the first and second line of (63). For the second line,
it suffices to recall (39). For the first, we need to estimate, for any sufficiently
small ε, the mean curvature of the embedded hypersurfaces given by level sets of

the distance to F
(

graph(2 εΛ + t
(1)
0 χD̃1

+ t
(2)
0 χD̃2

)
)
, where the graph is intended

over Int(K). Recall Remark 6.2 and the fact that M is minimal. Then, choosing
ε2 sufficiently small, we can ensure that for all ε ≤ ε2 the mean curvature of
the embedded hypersurfaces {distK

2 εΛ,t
(j)
0 ,χ

D̃j

= d} for d ∈ [−2 εΛ, 2 εΛ] are, in

absolute value, smaller than minN g
9 . With a computation similar to (38), with

the distance distK
2 εΛ,t

(j)
0 ,χ

D̃j

in place of dM , we obtain that, on the set F (D̃1 ×

[0, σK)) ∪ F (D̃2 × [0, σK)), and for all ε ≤ ε2,

E ′ε(h) ≥ −minN g

3
− |O(ε | log ε |)|.

Together with (39), this implies that F ′ε(h) ≥ 2 minN g
3 − |O(ε | log ε |)| on N for

all ε < ε1 and therefore there exists ε2 > 0 such that for all ε ≤ ε2

F ′ε(h) ≥ minN g

2
> 0 on N. (64)

(As in (39), this is understood to be an inequality between Radon measures.)
We will now produce the path mentioned at the beginning of this section, by

means of a negative gradient flow (with respect to the functional Fε). If n ≤ 6,
then the function h is smooth (because so it dM in a tubular neighbourhood of
M = M) and we can use it as initial condition for the flow. For the general case,
we first need a smoothing of h with the key property that it preserves the positivity
of the first variation (64). We refer to [Bel, Appendix A] for the definition of the
mollifiers ρδ : N ×N → R used for the smoothing operation. For each sufficiently
small ε there exists δ > 0 such that the convolution hδ = h ? ρδ is a smooth
function on N and satisfies

−F ′ε(hδ) = ε∆hδ −
W ′(hδ)

ε
+ g > 0 (65)

(see [Bel, Lemma A.2], this uses that h is Lipschitz). Moreover, r ∈ (0, δ]→ hr =
h ? ρr is continuous in W 1,2(N) and extends by continuity at r = 0 with h0 = h
(see [Bel, Lemma A.1]). Still by continuity in r of the convolution ([Bel, Lemma
A.1]), upon choosing δ sufficiently small we can also ensure that a bound of the
form (59) continues to hold for hr, i.e.

1

2σ
Fε(hr) ≤ 2Hn(M) +

∫
N

g

2σ
dHn+1 − 2

3
ς +O(ε | log ε |) (66)

for all r ∈ [0, δ].
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We need to ensure two more conditions on hδ, for which we may have to make
δ smaller (the choice of δ is allowed to depend on ε). Recall that by construction
h = 1 on the fixed non-empty open set

F
(
{(q, s) : q ∈ D̃1 ∪ D̃2, 0 ≤ s < t

(1)
0 χD̃1

+ t
(2)
0 χD̃2

}
)
.

By continuity, if δ is chosen sufficiently small, then h ? ρδ > 3/4 on the same open
set. By construction, h ≤ 1. Recall that the stable solution bε to F ′ε = 0 lies
(strictly) above 1. Therefore, with a suitable small choice of δ, h ? ρδ < bε.

We will use the function hδ just identified as initial condition for the negative
gradient flow (with respect to Fε), defined for t ≥ δ by{

ε ∂tht = ε∆ht − W ′(ht)
ε + g

ht|t=δ = h ? ρδ = hδ
. (67)

This flow is well-defined and smooth for all times by standard semi-linear parabolic
theory. Moreover, it is mean-convex with respect to Fε, i.e.

F ′ε(ht) > 0 for all t ∈ [δ,∞).

To see this, notice that Ft = ε∆ht − W ′(ht)
ε + g is smooth on N for all t ≥ δ

and Fδ > 0 by (65). Since ht solves (67), then the PDE ∂tUt = ∆Ut − W ′′(ht)
ε2 Ut

is solved by Ut = Ft. Another solution is given by Ut ≡ 0. By the parabolic
maximum principle, the condition Ft > 0 holds for all t ≥ δ, since it holds for
t = δ.

The mean-convexity guarantees, in a first instance, that the functions ht : N →
R are increasing in t and the limit h∞ for t→∞ is well-defined. The function h∞
is a solution of the elliptic PDE F ′ε(h∞) = 0; the mean-convexity further gives
the following.

Lemma 6.1. The function h∞ = limt→∞ ht is a stable solution of F ′ε = 0. Mo-
rover, there exists a fixed non-empty open set (independent of ε) that is contained
in {h∞ > 3

4}.

Proof. To prove stability, we recall that the second variation of Fε at h∞ is given

by the quadratic form Q(φ, φ) =
∫
N
ε |∇φ|2 − W ′′(h∞)

ε φ2 and that the associated

Jacobi operator is − ε∆φ+W ′′(h∞)
ε φ. Letting ρ1 denote the first eigenfunction and

λ1 the associated eigenvalue, if λ1 < 0 we can find s > 0 sufficiently small so that
F ′ε(h∞− sρ1) < 0 on N . Since hδ < h∞, we can also ensure that hδ < h∞− sρ1.
We then consider the solution to (67) and let T be the first time such that hT =
h∞− sρ1 at a point x ∈ N . At this point we must then have ∆hT ≤ ∆(h∞− sρ1)
and W ′(hT ) = W ′(h∞ − sρ1), therefore F ′ε(h∞ − sρ1) ≥ F ′ε(hT ) > 0 at x. This
contradicts λ1 < 0.

To prove the second statement, we recall that hδ > 3/4 on the (fixed) non-

empty open set F
(
{(q, s) : q ∈ D̃1 ∪ D̃2, 0 ≤ s < t

(1)
0 χD̃1

+ t
(2)
0 χD̃2

}
)

. The condi-

tion that ht increases along the flow guarantees the conclusion.

Remark 6.5. As Fε decreases along the flow, (66) holds for all r ≥ 0.

Remark 6.6. By construction hδ < bε, and since bε is a stationary solution to the
PDE in the first line of (67), bε acts as a barrier for the flow ht. In particular,
h∞ ≤ bε.
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6.10 Concluding argument for the proof of Proposition 6.1

By reversing the path fr in Section 6.8 and composing it with the one produced
in Section 6.7 and the one in Section 6.9, we obtain a continuous path in W 1,2(N)
that starts at aε and ends at a stable critical point h∞ of Fε. This path can be
produced for all ε sufficiently small. Moreover, from (59), (62), (66) and Remark
6.5, there exists ε2 > 0 such that, for all ε < ε2 we have, all along this path,
the upper bound 1

2σ Fε ≤ 2Hn(M) +
∫
N

g
2σdH

n+1 − 2
3 ς +O(ε | log ε |), with ς > 0

independent of ε. By choosing a suitable ε3 ≤ ε2, we then have, for all ε ≤ ε3,
and all along the path,

1

2σ
Fε ≤ 2Hn(M) +

∫
N

g

2σ
dHn+1 − ς

2
. (68)

We now proceed to conclude the proof of Proposition 6.1. Recalling the assumption
set up at the beginning of Section 6, the min-max solutions uεj (obtained in
Proposition 5.1) have the property that limj→0 uεj = u∞ ≡ −1 and

lim inf
εj→0

1

2σ
Fε(uεj ) ≥ 2Hn(M) +

∫
N

g

2σ
dHn+1.

This implies that, for ε = εj , the function h∞ cannot be bε; otherwise, the con-
tinuous path in W 1,2(N) that starts at aε and ends at bε and satisfies (68) would
contradict the minmax characterization of uε. Therefore h∞ is a stable solution
to F ′ε = 0 that does not coincide with bε. We now make the dependence on ε
explicit, and denote h∞ by vε: we check next that the stable solutions vεj indeed
complete the proof.

The solutions vεj have a uniform upper bound on Eεj (vεj ), because

1

2σ
Fε(vεj ) ≤ 2Hn(M) +

∫
N

g

2σ
dHn+1 − ς

2
(69)

and
−1 ≤ vεj ≤ bεj ≤ 1 + cW εj . (70)

The condition in Lemma 6.1 gives a fixed non-empty open set on which vεj >
3
4

for all j.
It only remains to prove that Eεj (vεj ) is bounded away from 0. To see this, we

will prove first of all that if Eεj (wj)→ 0 with εj → 0 for a sequence wj ∈W 1,2(N)
satisfying F ′εj ,g(wj) = 0 and lim supj→∞ supN |wj | < ∞, then we must have
that {wj = 0} = ∅ for all sufficiently large j. If this is false, then passing to
a subsequence without relabelling, we find points yj such that wj(yj) = 0. Let
r0 ∈ (0, inj(N)). Let w̃j : Bn+1

r0
εi

(0) → R be defined by w̃j(x) = wj(expyj (εjx)).

Then w̃j solves the PDE ∆w̃j − W ′(w̃j) = − εj g on Bn+1
r0
εj

(0), where ∆ is the

Laplace-Beltrami operator with respect to the metric obtained by pulling-back the
Riemannian metric to Bn+1

r0
εi

(0) via the map x→ expyj (εjx). Note that w̃j(0) = 0

for all j and that for any compact set K ⊂ Rn+1 we have that
∫
K

1
2 |∇w̃j |

2 +
W (w̃j) → 0 as j → ∞. Since wj is bounded, it follows from the De Giorgi–
Nash–Moser estimates that w̃j is locally uniformly Hölder continuous on Rn+1.
By Schauder theory, we then have in fact that w̃j is locally uniformly bounded
in C2,α for any α ∈ (0, 1). Using a diagonal argument, we then obtain an entire
C2,α solution w̃ to ∆w̃ −W ′(w̃) = 0 on Rn+1 such that

∫
Rn

1
2 |∇w̃|

2 +W (w̃) = 0.
This forces w̃ ≡ 1 or w̃ ≡ −1. But this is impossible since we must also have
w̃(0) = 0. Thus we have {wj = 0} = ∅ as asserted. Returning to the sequence
(vεj ), if lim infj→∞ Eεj (vεj ) = 0, then passing to subsequence and taking wj = vεj
in the preceding discussion, we see that since vεj is somewhere positive by Lemma
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6.1, we must have that infN vεj > 0 for all sufficiently large j. Since vεj satisfies

εj∆vεj−ε−1
j W ′(vεj )+g = 0 on N, evaluating at any z ∈ N with vεj (z) = infN vεj

we see that W ′
(
infN vεj

)
= ε2

j∆vεj (z) + εjg(z) > 0. Since W ′(t) ≤ 0 for t ∈ [0, 1]
and infN vεj > 0 for all sufficiently large j, this implies that infN vεj > 1 for all
sufficiently large j. To complete the argument, note that the negative gradient
flow of Fεj with initial condition 1 tends to bεj (by the definition of the latter). We
consider the negative gradient flow for Fεj with initial condition vεj : this flow is
time-independent. Recalling that 1 ≤ vεj ≤ bεj , the parabolic maximum principle
then implies that vεj = bεj .

We have thus shown that if lim infi→∞ Eεj (vεj ) = 0 then along a subsequence
we have vεj = bεj , a possibility we have excluded earlier in this section. There-
fore we must have that lim infj→∞ Eεj (vεj ) > 0. This concludes the proof of
Proposition 6.1.

Remark 6.7 (The case RicN > 0, g ≡ cnst). In the case in which N has positive
Ricci curvature and g ≡ λ ∈ (0,∞), it follows from the expression of the second
variation of Fε,λ that stable solutions to F ′ε,λ = 0 must be constant functions on
N (see e.g. [Bel, Proposition 7.1]). It is then easy to check that there are only
two stable solutions to F ′ε,λ = 0, one of which is a constant close to −1 and the
other is a constant close to +1. Then the first solution has to be the function
that we denoted by aε, while the second is the function that we denoted by bε.
In particular, in the argument given at the beginning of this section, the function
h∞ = vε had to agree with bε, giving a contradiction. We therefore conclude that
when N has positive Ricci curvature and g ≡ λ ∈ (0,∞) the minmax solutions
uε produced by Proposition 5.1 cannot yield (through their associated varifolds)
a completely minimal hypersurface, in other words the open set {u∞ = +1} is
non-empty.

7 Extension to the case of non-negative Lipschitz g

We shall continue to assume thatN is a compact Riemannian manifold. Having
completed (in Section 6) the proof of Theorem 1.1 for g ∈ C1,1(N) with g > 0,
we can now use a fairly straightforward approximation argument, based on the
estimates of Theorem 4.3, to generalise Theorem 1.1 to the case of Lipschitz g
with g ≥ 0. This will establish Theorem 1.1 in the stated generality.

Let g : N → [0,∞) be Lipschitz. Choose gj ∈ C∞(N) such that gj > 0 and
gj → g in C0(N) as j → ∞, with supj ‖gj‖C1(N) ≤ Γ, where Γ = supN |g| +
Lip (g) + 1. (To this end, it suffices to consider g + δj for a sequence of positive
numbers (δj) with δj → 0+ as j →∞ and then define gj to be the convolution of
g + δj with an appropriate mollifier.) By applying the main results of Sections 4,
5 and 6 taking gj in place of g we get that for every j, there exist a sequence

(εjk) with εjk → 0+ as k → ∞ and a sequence of critical points uεj
k

: N → R of

Fεj
k,σgj

with Morse index at most 1 with the following property: the associated

varifolds V jk = V
u
ε
j
k satisfy V jk → σV j as k →∞, where V j is a non-zero integral

n-varifold that can be written in the form V j = V j0 +V jgj such that the conclusions

of Theorem 4.1 hold with V j0 , V jgj , σV
j in place of V0, Vg, V respectively, and with

V jgj 6= 0. Indeed for each j, we have one of the following two possibilities for the
sequence (uεj

k
)∞k=1:

(i) for each k, uεj
k

is a min-max critical point of Fεjk,σgj given by Proposition

5.1 taken with ε = εjk, or,

(ii) for each k, uεjk
= vεjk

where vεjk
is the stable critical point of Fεjk,σgj given

by Proposition 6.1 taken with εjk in place of εj .
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To produce the desired hypersurface with mean curvature prescribed by g, we
wish to take the varifold limit of (a subsequence of) the sequence (V jgj ). How-
ever, since we have not established a uniform upper bound on the Morse index of
gen-regV jgj (with respect to the functional A − Volgj ), there is not enough infor-

mation in the sequence (V jgj ) to immediately yield regularity of limj→∞ V jgj . To
circumvent this issue we proceed slightly differently as in the following outline: we
take the varifold limit of (a subsequence of) the sequence (V j) (with V j including
both V jgj and the possible minimal portions V j0 ), and exploit the index bound on

uεj
k

to deduce regularity of V = limj→∞ V j (namely, that away from a genuine

singular set sing V of Hausdorff dimension ≤ n− 7, spt ‖V ‖ is locally given by the
union of a finite number of—in fact at most three—C2 embedded ordered graphs)
and that the convergence V j → V is locally graphical and in C2 away from sing V
and away from possibly one additional point. It then readily follows that V jg → Vg
locally in C2 away from a closed set of singularities sing Vg of Hausdorff dimension
≤ n− 7 and away from one possible additional point, and that spt ‖Vg‖ \ sing Vg
is the desired immersed, quasi-embedded hypersurface. The fact that Vg 6= 0 is an
easy consequence of the monotonicity formula. We now provide a more detailed
exposition of these steps.

By construction, the varifolds V j are integral, with generalised mean curvature
uniformly bounded by supN |g| + 1. Moreover V j have mass ‖V j‖(N) uniformly
bounded from above; this follows from Lemma 5.2 in case the sequence uεj

k
cor-

responding to V j consists of min-max critical points as in (i) above, or from
inequalities (69) and (70) in case the sequence uεj

k
corresponding to V j consists

of stable critical points as in (ii) above. Hence by Allard’s compactness theorem,
upon extracting a subsequence that we do not relabel, we have V j → V with V a
non-zero integral varifold and having first variation in L∞(‖V ‖).

Lemma 7.1. Let V be as above, and let C be a tangent cone to V at a point
p ∈ spt ‖V ‖. Then C is a stationary integral n-varifold on TpN ≈ Rn+1 with
stable regular part and no classical singularities.

Proof. Let (V j) be the sequence of limit(gj , 0)-varifolds as above so that V =
limj→∞ V j on N . It follows from this and the definition of tangent cone that
there is a sequence of numbers ρ` → 0+ and a subsequence (V j`) such that

(η0,ρ` ◦ exp−1
p )# V j` → C (71)

as varifolds on Rn+1. For each `, there is a sequence
(
εj`k

)∞
k=1

with εj`k → 0+

as k → ∞ and critical points u
(`)
k = u

ε
j`
k

of F
ε
j`
k ,σgj`

, as in (i) or (ii) above

(with j` in place of j), such that V j` is the limit varifold corresponding to the

sequence (u
(`)
k )∞k=1. Since the Morse index of u

(`)
k is ≤ 1, we have that either (a)

a subsequence of (u
(`)
k )∞k=1 is stable in Nρ`/2(p), or (b) a subsequence of (u

(`)
k )∞k=1

is stable in N \ Nρ`/2(p). Since (a) or (b) must hold for infinitely many `, we

may pick an appropriate diagonal subsequence (u
(`i)
ki

)∞i=1 and argue exactly as in

the proof of Theorem 4.2, part (ii), to first conclude that either C Bn+1
1/2 (0) has

stable regular part and no classical singularities, or that C
(
Rn+1 \Bn+1

1/2 (0)
)

has stable regular part and no classical singularities. Since C is a cone, either of
these possibilities implies the full conclusion of the lemma.

In order to establish regularity of V , it is convenient to first prove the following
lemma which concerns the “stable case;” this lemma can then be used in a fairly
standard way to handle the Morse index ≤ 1 situation at hand.
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Lemma 7.2. Let g, gj be as above so that gj ∈ C1,1(N) with gj > 0 for j ∈ N,
supj ‖gj‖C1(N) ≤ Γ for some Γ > 0 and gj → g in C0(N). Let V j, V be the

varifolds as above, and let U ⊂ N be open. For each j, assume that V j U
is a stable limit (gj , 0)-varifold in U (in the sense that there is a sequence of
critical points uεj

k
of Fεjk,σgj corresponding to V j such that uεj

k
are stable in U

for k = 1, 2, 3, . . .). Then sing V ∩ U (≡ (spt ‖V ‖ \ gen-reg V ) ∩ U) has Hausdorff
dimension ≤ n − 7 (and is empty if 2 ≤ n ≤ 6). Moreover, the convergence
V j → V is graphical and in C2 in any compact subset of U \ sing V.

Proof. First consider a point p ∈ spt ‖V ‖ ∩U such that at least one tangent cone
to V at p is supported on a plane P. Let q = Θ(‖V ‖, p) (a positive integer).
Let ε0 = ε0(n, q,N,Γ) and µ = µ(n,N,Γ) be the constants as in Theorem 4.3,
taken with ρ = injN . Identify TpN with Rn+1 such that P is identified with the
hyperplane Rn×{0}. By the definition of tangent cone, we can choose sufficiently

small r = r(p) > 0 with r < 1
2 min{inj(N),dist(p, ∂U)} so that if Ṽ is the pull back

of V B2r(p) by the exponential map at p, then Ṽ satisfies
‖Ṽ ‖(Bn+1

2r (0))
ωn(2r)n ≤ q+1/4,

q − 1/4 ≤ ‖Ṽ ‖((Bnr (0)×R)∩Bn+1
2r (0))

ωnrn
≤ q + 1/4 and

2µr + (2r)−n−2

∫
(Bnr (0)×R)∩Bn+1

2r (0)

|xn+1|2 d‖Ṽ ‖ < ε0/2.

Then by varifold convergence, it follows that for all sufficiently large j,

‖Ṽ j‖(Bn+1
2r (0))

ωn(2r)n
≤ q + 1/2,

q − 1/2 ≤ ‖Ṽ
j‖((Bnr (0)×R)∩Bn+1

2r (0))
ωnrn

≤ q + 1/2 and

2µr + (2r)−n−2

∫
(Bnr (0)×R)∩Bn+1

2r (0)

|xn+1|2 d‖Ṽ j‖ < ε0

where Ṽ j is the pull back of V j B2r(p) by the exponential map at p. We can
therefore apply Theorem 4.3, part (ii) to conclude that for any given θ ∈ (0, 1)

and all j sufficiently large, Ṽ j (Bnr/2(0)×R)∩Bn+1
2r (0) is made up of graphs of q

ordered functions over Bnr/2(0), of class C2,θ with C2,θ norm bounded from above

independently of j. (To this end, note that the constant C on the right-hand-side
of the estimate in Theorem 4.3, part (ii) depends on gj only in terms of an upper
bound on ‖gj‖C1(N), and we have by assumption that ‖gj‖C1(N) ≤ Γ.) By the

Arzelà–Ascoli theorem, it follows that Ṽ (Bnr/2(0) × R) ∩ Bn+1
2r (0) is the sum of

multiplicity 1 varifolds associated with graphs of q ordered functions over Br/2(0)

of class C2,θ. Thus p ∈ gen-reg V .
Let Σ ⊂ spt ‖V ‖ ∩ U be the set of points where no tangent cone to V is

supported on a hyperplane. Then by the above Σ = sing V ∩U , and by Lemma 7.1,
Theorem 3.4 and Lemma 3.1 we have that Σ = ∅ if 2 ≤ n ≤ 6 and dimH (Σ) ≤
n − 7 if n ≥ 7. The final conclusion of the lemma asserting the C2 convergence
V j → V locally away from sing V follows from the discussion in the preceding
paragraph.

Returning to the analysis of V j → V on N , we next fix a small arbitrary
τ ∈ (0, inj(N)) and a (finite) cover of spt ‖V ‖ by open balls Nτ/2(pτk), k =
1, 2, . . . , N(τ), with radius τ/2 and centre pτk ∈ spt ‖V ‖. We then consider the
following two possibilities, one of which must hold:
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(a) there exists a subsequence (j`)
∞
`=1 of the sequence (j)∞j=1 such that for every

k ∈ {1, 2, . . . , N(τ)} and every ` ≥ 1, the restriction V j` Nτ (pτk) is a stable
limit (gj` , 0)-varifold in Nτ (pτk);

(b) there is j0 = j0(τ) ∈ N such that for every j ≥ j0 there is k(j) ∈ {1, 2, . . . , N(τ)}
such that V j Nτ (pτk(j)) is not a stable limit (gj , 0)-varifold in Nτ (pτk(j)).

Remark 7.1. If for some fixed j and some point p ∈ N the varifold V j Nτ (p) is
not a stable limit (gj , 0)-varifold in Nτ (p), then no subsequence of the sequence
(uεj

k
)∞k=1 can be stable (with respect to Fεj

k,σgj
) in Nτ (p). In this case, since

uεj
k

has Morse index ≤ 1 in N, it follows that uεj
k

is stable in N \ Nτ (p) for all

sufficiently large k, and hence V j (N \ Nτ (p)) is a stable limit (gj , 0)-varifold in

N \ Nτ (p).

If case (a) occurs for some τ ∈ (0, inj (N)), then for every k ∈ {1, 2, . . . , N(τ)}
we can apply Lemma 7.2 with U = Nτ (pτk) to conclude the following:

(a′) sing V has Hausdorff dimension ≤ n−7 if n ≥ 7 and sing V = ∅ if 2 ≤ n ≤ 6;
moreover, there is a subsequence (V j`) of (V j) such that the convergence
V j` → V is in C2 (as ordered graphs) in each compact subset K ⊂ N \sing V .

Remark 7.2. In the last part of this section we will point out that sing V is in fact
finite if n = 7.

If case (a) fails for every τ ∈ (0, inj (N)), then for an arbitrary sequence of
positive numbers (τ`)

∞
`=1 with τ` → 0, case (b) holds with τ = τ` for every ` ≥ 1.

In this case, by Remark 7.1, there is a subsequence (V j`) of the sequence (V j)
such that for each ` ≥ 1 and some p` ∈ spt ‖V ‖, V j` (N \Nτ`(p`)) is a stable limit

(gj` , 0)-varifold in N \ Nτ`(p`). Then, since spt ‖V ‖ is compact, there is a point
p∞ ∈ spt ‖V ‖ such that passing to a subsequence which we index by ` again, we
have that p` → p∞ whence, for any δ > 0, the ball Nδ(p∞) contains Nτ`(p`) for

all sufficiently large `. Consequently, V j` (N \ Nδ(p∞)) is a stable limit (gj` , 0)-
varifold for each δ > 0 and sufficiently large ` (depending on δ). Since δ > 0 is
arbitrary, we may again apply Lemma 7.2 to conclude the following:

(b′) there is a point p∞ ∈ spt ‖V ‖ and a subsequence (V j`) of the sequence
(V j) such that for each δ > 0 and sufficiently large ` (depending on δ), the
varifold V j` is a stable limit (gj` , 0)-varifold in N \ Nδ(p∞); consequently,
the convergence V j` → V is in C2 (as ordered graphs) in each compact set
K ⊂ N \ (sing V ∪ {p∞}); moreover, if n ≥ 7, then sing V (which may or
may not include p∞) has Hausdorff dimension ≤ n − 7; if 2 ≤ n ≤ 6, then
sing V ⊂ {p∞}.

Remark 7.3. In the last part of this section we will improve this to say that sing V
is finite if n = 7 and empty if 2 ≤ n ≤ 6.

Note that since (a) or (b) holds, either (a′) or (b′) must hold. For notational
convenience, let us relabel the subsequence (V j`)∞`=1 in either case as (V j)∞j=1, and
the subsequence (gj`)

∞
`=1 as (gj)

∞
j=1.

Now let Vg be the varifold limit in N of the sequence (V jgj ), and note that

Vg 6= 0 because V jgj 6= 0 for all j and, in view of the uniform L∞ bound on

(gj), there is a uniform positive lower bound for ‖V jgj‖(N) by the monotonicity

formula applied in a ball of radius inj (N) around an arbitrary point of spt ‖V jgj‖.
Moreover, the local C2 convergence V j → V away from sing V (in case (a′)) or
away from sing V ∪ {p∞} (in case (b′)) implies that the convergence V jgj → Vg is

also locally in C2 away from sing V (in case (a′)) or away from sing V ∪ {p∞} (in
case (b′)). In view of this local C2 convergence, and the fact that the C2 graphs
locally describing V jgj on N \ sing V (in case (a′)) or on N \ (sing V ∪ {p∞}) (in

72



case (b′)) have scalar mean curvature gj , we conclude that Vg is, away from sing V ,
locally given by a union of C2 graphs each having mean curvature g n̂ for one of
the two choices of unit normal n̂ on each graph. Since g is Lipschitz, it follows
from this that Vg is of class C2,α for any α ∈ (0, 1) away from sing V. It also follows
from this and the Hopf boundary point lemma that gen-reg Vg = spt ‖Vg‖\ sing V
is quasi-embedded (in the sense defined in Remark 4).

It now follows from Theorem 3.1 that Vg has multiplicity 1 on reg Vg ∩{g > 0}
(where reg Vg is the embedded part of spt ‖Vg‖). For if not, then there is a point
y ∈ reg Vg ∩ {g > 0} and a ball B = Nρ(y) with spt ‖Vg‖ ∩ N2ρ(y) ⊂ reg Vg, with
p∞ ∈ N \ N2ρ(y) in case (b′), and with g > 0 on B such that Vg B has integer
multiplicity k ≥ 2 and spt ‖Vg‖ ∩ B has mean curvature gn̂ for some choice of
continuous unit normal n̂. By the C2 convergence V jgj → Vg in B, it follows that

there is an open set Ω ⊂ N with spt ‖Vg‖ ∩Nρ/2(y) ⊂ Ω and V jgj Ω consisting of

k normal graphs G`j , ` = 1, 2, . . . , k, of class C2, over spt ‖Vg‖∩Bρ/2(y), with each

G`j converging in C2 to spt ‖Vg‖∩Bρ/2(y) as j →∞. Furthermore, since gj > 0 in

B, it follows by Theorem 3.1 (iii) that for each j, the graphs G`j , ` = 1, 2, . . . , k, are

distinct, and have mean curvature given by gjν
`
j with the unit normal vectors ν`j

to G`j close to n̂ (by the C2 convergence). Since ∪k`=1G
`
j is contained in the phase

boundary, this contradicts Theorem 3.1 (iii) which says that the mean curvature
vector must point into the +1 phase everywhere on the phase boundary. Thus Vg
has multiplicity 1 on reg Vg ∩ {g > 0} as claimed.

The local C2 convergence V jgj → Vg on N \ sing V (in case (a′)) or on N \
(sing V ∪ {p∞}) (in case (b′)) further gives that condition (T) of [BelWic-2, Sec-
tion 1.3] is satisfied by Vg. We can then apply [BelWic-2, Theorem 4.1] and
[BelWic-2, Remark 4.6] (the validity of which extends, with the same reason-
ing as in [BelWic-2], to the case of Lipschitz g) to conclude that the varifold
Vg (N \ sing V ) in case (a′) or Vg (N \ (sing V ∪{p∞})) in case (b′) can be real-
ized as the pushforward of an oriented n-manifold via a two-sided immersion with
mean curvature given by gν, where ν is a choice of unit normal to the immersion.
Since both sing V in case (a′) and sing V ∪{p∞} in case (b′) are lower dimensional,
Vg is realized by the same pushforward.

If case (a′) arises, then the proof of Theorem 1.1 is now complete with M =
spt ‖Vg‖ \ sing V except when n = 7 (in which case it remains to show that sing V
is finite).

If case (b′) arises and n ≥ 8, then the proof is complete with M = spt ‖Vg‖ \
sing V.

If n = 7, sing V must be finite (in either of the cases (a′) and (b′)) by essentially
the same argument as for the corresponding claim in Theorem 4.2, part (iv).
This goes as follows: if sing V is an infinite set, then since spt ‖V ‖ is compact,
there are points y, yk ∈ sing V for k = 1, 2, 3, . . . with yk 6= y and yk → y as
k → ∞. Rescaling (exp−1

y )# V about the origin (in Ty N ≈ R8) by the sequence
ρk = | exp−1

y (yk)| produces, after passing to a subsequence, a tangent cone C =
limk→∞ η0,ρk # (exp−1

y )# V. Note that we have of course that p∞ 6∈ N2ρk(y) \
Nρk/4(y) for all sufficiently large k, and hence, for each k and all sufficiently

large j, the varifolds V j are stable limit (gj , 0)-varifolds in N2ρk(y) \ Nρk/4(y).

Thus if C (Bn+1
3/2 (0) \ Bn+1

1/2 (0)) were regular, it would follow from Theorem 4.3,

part (ii) that V (N3ρk/2(y) \ Nρk/2(y)) would be regular, contrary to the the
fact that yk ∈ sing V. Hence there is a point z ∈ sing C \ {0} whence the ray
{λz : λ ≥ 0} ⊂ sing C. This is impossible by Lemma 7.1 and Theorem 3.4
according to which sing C must be 0-dimensional.

The only remaining case to analyse is when (b′) arises and n ∈ {2, 3, . . . , 6}.
In this case, the proof of Theorem 1.1 would be complete with M = spt ‖Vg‖
provided we can check that p∞ ∈ gen-reg V. To see this, consider any tangent
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cone C to V at p∞. By Lemma 7.1 and Theorem 3.4,

C = q|P |

for some hyperplane P of Tp∞N and a positive integer q. With q, P as above, we
can now argue essentially as in the proof of Theorem 4.2, part (iii). First apply
Theorem 3.2 with V = {V }, UV = N , X0 = p∞ and β = (1 + µ)−1ε0 where
µ = µ(n,N,Γ), ε = ε0(n, q,N,Γ) are as in Theorem 4.3 taken with ρ = injN ,
to conclude that (exp−1

p∞)# V near the origin 0 ∈ Rn+1 ≈ Tp∞ N is the sum
of q multiplicity 1 varifolds associated with ordered C1,α functions u1 ≤ u2 ≤
. . . ≤ uq over a ball Bnρ1

(0) ⊂ P ≈ Rn × {0}. Note that in this application of
Theorem 3.2, hypothesis (b) holds because all tangent cones to V (including at
p∞) are supported on hyperplanes, and hypothesis (c) (for the above choice of β)
is verified by applying Theorem 4.3, part (ii) to the approximating varifolds V j .
Indeed, since Θ (‖V ‖, p∞) = q, the density assumption in hypothesis (c), namely,

that Θ(‖η0,ρ#Ṽ ‖, Y ) < q for all Y ∈ Bn+1
1 (0) where Ṽ =

(
Γ ◦ exp−1

X

)
#
V Nρ(X)

(notation as in hypothesis (c)), guarantees that p∞ 6∈ Nρ(X), ensuring that for
each δ ∈ (0, 1/2) and sufficiently large j (depending on δ and ρ), V j are stable
limit (gj , 0)-varifolds in N(1−δ)ρ(X). Hence Theorem 4.3 is applicable to V j in the
ball N(1−δ)ρ(X) for any δ ∈ (0, 1/2), and letting first j →∞ and then δ → 0 (for
fixed ρ) we see that V satisfies hypothesis (c) of Theorem 3.2. Finally, since V is of
class C2 away from p∞, we see that the functions uj are of class C2 away from p∞.
It then follows by a standard cut-off function argument that each uj separately is
a weak solution to one of the three equations in (18) on Bnρ1

(0), and hence, since
g is Lipschitz, that uj ∈ C2,α for each j and each α ∈ (0, 1). This concludes the
proof of everywhere C2,α regularity of V , and hence of Vg, in case (b′) and in
dimensions n ∈ {2, 3, . . . , 6}. The proof of Theorem 1.1 is now complete.

8 Appendix: index of notation and definitions

The following notation and definitions are used throughout the article. Here
N is an (n+ 1)-dimensional Riemannian manifold.

• injX N : injectivity radius of N at X ∈ N .

• injN : the injectivity radius of N .

• M : closure in N of M ⊂ N .

• ωn: Lebesgue measure of the unit ball in Rn.

• Hk: k-dimensional Hausdorff measure on N with respect to the Riemannian
metric on N .

• Hn M : the restriction of Hn to M ⊂ N , defined by Hn M(A) = Hn (A∩
M) for A ⊂ N .

• dimH (A): Hausdorff dimension of A ⊂ N .

• |M |: multiplicity 1 n-varifold on N associated with the n-rectifiable subset
M ⊂ N .

• ‖V ‖: weight-measure on N associated with the varifold V on N .

• V O: restriction of varifold V on N to open subset O ⊂ N .

• f# V : push-forward of varifold V on N by diffieomorphism f : N → N ′

between manifolds.

• ∂?E: reduced boundary of the Caccioppoli set E ⊂ N .

• Nρ(X): normal coordinate ball in N of radius ρ > 0 and centre X.

• limit (g, 0)-varifold: Definition 1 (Section 3.1).
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• stable limit (g, 0)-varifold: Definition 1 (Section 3.1).

• classical singularity: Definition 2 (Section 3.2).

• (q, β)-separation property: Defintion 3 (Section 3.2).

• quasi-embedded point: Definition 4 (Section 3.2).

• gen-reg V : Definition 5 (Section 3.2).

• sing V : Definition 6 (Section 3.2).

• reg V : Definition 7 (Section 3.2).

• quasi-embedded PMC (g, 0) structure: Definition 8 (Section 4.1).

• Λ in Sections 5 and 6: shorthand notation for 3| log ε |.
• H, Hε: functions defined in Section 5.

• Ψ, Ψt: functions defined in (31)-(32) (Section 6.1).

• dM : (unsigned) Riemannian distance to M (Section 6.1).

• M̃ : oriented double cover of M (Section 6).

• ι : M̃ → N : (minimal) immersion of M̃ into N .

• diffeomorphism F and its domain V
M̃

: Section 6.1.

• K: compact subset of M chosen in Section 6.3.

• Bj ⊂ Dj (j ∈ {1, 2}): geodesic balls in K chosen in Section 6.4.
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